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1.   Introduction

Free-viewpoint video is expected to be a next-gen-
eration visual application [1]. It provides the user
with realistic impressions by means of high interac-
tivity and photorealistic image quality. For instance,
it lets the user freely change his/her viewpoint (i.e.,
viewing position and viewing direction) and enjoy
more photorealistic three-dimensional (3D) images.
With these functionalities, it will be used for various
services, such as broadcasting, visual communica-
tion, and education.

Two main technical coding areas are involved in
free-viewpoint video [2]: multi-view video coding,
and view generation [3]. Generally, video signals
captured by two or more cameras are used as source
data. Multi-view video coding is used to code these
video signals. Views that were not captured can be
generated in the viewer. This view generation tech-
nique can be used to generate image signals for dis-
plays and for multi-view video coding [4].

Using the concept of plenoptic*1 functions
addressed by Adelson and Bergen [5], free-viewpoint
video can be represented by light rays in seven-

dimensional space. Chai et al. proposed a plenoptic-
sampling analysis and a minimum sampling density
that does not cause aliasing artifacts based on two
assumptions: the artifacts from the occlusion can be
neglected, and the bidirectional scatter distribution
function (BRDF) model is Lambertian [6]. View gen-
eration is a kind of upsampling technique for seven-
dimensional space defined by the plenoptic function.
It can be used for sampling densities smaller than
Chai’s minimum sampling density, in addition to
larger ones. Various kinds of view generation tech-
niques have been proposed, such as interpolation/
extrapolation methods [7], [8], depth-based methods
[9], and model-based methods such as multi-texture
[10]. The interpolation/extrapolation method is the
most straightforward one because it applies sample
features in the space defined by the plenoptic func-
tion or its subset. Ray-Space is a practically definable
space, rather than a conceptual space defined by the
plenoptic function. It was originally proposed by
Fujii et al. [11]. Interpolation/extrapolation filters for
Ray-Space, which cover the occlusion areas, have
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been proposed, and discussed [11]. The surface light
field method, a coding technique for texture informa-
tion of 3D meshes, is an extension of Ray-Space [12].

In this paper, we propose a free-viewpoint video
communication method, which includes a video cod-
ing method and communication protocol. This
method lets the user freely change his/her viewpoint,
while downloading or streaming visual data. This
method is not a form of broadcasting, i.e., it does not
transmit all the visual data. Therefore, the QoS (qual-
ity of service) of the visual data can be as high as pos-
sible with the available communication bandwidths.
While previous research concentrated on view gener-
ation techniques more than coding methods, we stud-
ied coding methods more because our target applica-
tion is communication. Technically this method uses
multi-view video coding and Ray-Space-based view
generation techniques.

Section 2 gives an overview of free-viewpoint
video communication, section 3 introduces a proto-
type of the free-viewpoint video viewer, section 4
describes the coding method, and section 5 describes
communication protocols.

2.   Free-viewpoint video communication

In free-viewpoint video communications, a user
can watch a video while freely changing the viewing
position as illustrated in Fig. 1. This application can
be used for both on-demand and live broadcasts.
Even in a live broadcast, we need a huge memory for
storing video data, unlike a conventional two-dimen-
sional (2D) video broadcast. This is because this
application does not transmit all video data to the
users even in a live broadcast. We assume that the
video content of the application is composed of
multi-view video data and possibly some information
for view generation. Therefore, some of the multi-
view video data can be transmitted through a network
to the user. Multi-view video data is a highly cali-
brated group of views. The camera parameter estima-
tions (camera calibrations) are completed before
views for the video content are captured. Rectifica-
tion of the captured camera images is completed
before compression.

This application requires two main functions: QoS-
guaranteed transmission of video data in the available
bandwidth and low-delay random access in terms of
time stamp and viewing position. Time-stamped ran-
dom access is the same requirement as in convention-
al 2D video streaming applications, but random
access in terms of viewing position is a specific

requirement for this application. 

3.   Free-viewpoint video viewer

We developed a prototype free-viewpoint video
viewer. This viewer generates an image from multiple
sets of video data stored in the storage device and dis-
plays it when the user changes his/her viewing posi-
tion. It does not have a video decoding engine. Its role
in the communication system is indicated by the red
dotted square in Fig. 1.

This viewer was developed as software on a PC. It
is composed of a controller (Fig. 2) and a display. The
user can interact with the video content, changing
his/her viewpoint with a click of the mouse at the
desired viewpoint.

The input multiple video data is composed of a
series of uncompressed pictures, which were cap-
tured earlier by multiple cameras arranged in a hori-
zontal line (Fig. 3). The intervals between adjacent
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Fig. 1.   Free-viewpoint video communication.
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cameras are all the same. The supported color spaces
are RGB (red, green, blue) and YUV 4:2:0. 

Here, we explain the view generation method we
used. The algorithm is based on the Ray-Space
approach [11]. All the originally captured views are
arranged regularly in the Ray-Space. We define light
rays across the 2D plane illustrated in Fig. 3. The
sample value of a light ray is a four-dimensional
value (x, y, θ, ϕ), where (x, y) is the cross position and
(θ, ϕ) is the cross angle of the light ray. Figure 4(b)
illustrates the (x, u) cross section image, which corre-
sponds to the camera arrangement (positions C1, C2,
and C3), where u is defined as u=tan θ. The arrows in
Fig. 4(a) indicate the viewing directions. The gener-
ated-view lines V1, V2, and V3 in Fig. 4(b) indicate
the positions of the samples in the Ray-Space. They
are equivalent to the real positions V1, V2, and V3,
respectively in Fig. 4(a). Viewing directions of V1
and V2 are the same as the camera directions. How-

ever, viewing direction of V3 is not the same as any
camera direction. For view generation, the values of
all the samples in a generated-view line need to be
calculated using values of already available samples
in the original-view lines. In particular, as shown for
V2 and V3, the samples for calculation are involved
in more than two original-view lines.

To speed up the loading of necessary image infor-
mation for view generation, the arrangement of the
samples in the picture is different from the state during
capture. To generate views, the views that contain used
samples are the same for the vertical direction. How-
ever, they are different for the horizontal direction,
depending on the generated sample position. There-
fore samples in a picture are rearranged to the posi-
tions where their relative positions are rotated by 90°,
so that the viewer can load the necessary samples
sequentially, as illustrated in Fig. 5. This rearrange-
ment might be useful for speeding up the decoding of
multi-view video data, if the views were encoded by
the conventional 2D video coding method, because the
samples are basically encoded in a raster scan order.

The viewer displays the generated view without
needing any special graphics hardware.

4.   Coding method

Here, we describe our multi-view video coding
method [13], [14]. We designed this method by tak-
ing into account the two requirements discussed in
section 2. This method is similar to the disparity and
motion compensated compression algorithm for sim-
plified dynamic light fields (SDLFs) [15]. However,
our method is much more suitable because it provides
random access.

For low-delay random access, we introduce the

Fig. 2.   Free-viewpoint video viewer controller.
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Fig. 3.   Camera arrangement supported by the viewer.
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concept of a group of GOP (GoGOP), which is an
extension of a group of pictures (GOP). Convention-
al 2D video coding schemes normally define GOP to
provide random access in terms of the time stamp.
GoGOP provides low-delay random access, in terms
of viewing position as well as time stamp. In GoGOP,
GOP is defined within a view, and all GOPs are cate-
gorized into two kinds, base GOP and inter GOP. A
picture in a base GOP may use decoded pictures only
in the current GOP. However, a picture in an inter
GOP may use decoded pictures in other GOPs as well
as in the current GOP. The current GOP index and the
reference GOP index are defined in the GOP header.
The reference GOP index indicates the GOP whose
decoded pictures may be used for decoding pictures
in the current GOP. Two typical examples of the

GoGOP structure are illustrated in Fig. 6, where a
blue square indicates an intra coded picture, a green
square indicates an inter coded picture that refers
only to the same GOP, and a red square indicates an
inter coded picture that refers to another available
GOP. Either base GOP or inter GOP can be set with-
in a view, as illustrated in Fig. 6(a). In this case,
GOP2 refers to GOP1 and GOP3, and GOP4 and
GOP6 refer to GOP5. Even if inter GOPs are not
decoded, all views can be obtained by decoding base
GOPs, although obtained GOPs are temporarily sub-
sampled. Figure 6(b) illustrates a structure that
achieves low-delay access to a view, because every
picture in an inter GOP uses only decoded pictures in
base GOPs. This structure guarantees no delays while
base GOPs are decoded on time. In this case, an inter
GOP contains only one picture.

To decode a GoGOP bitstream, we introduce the
hierarchical reference picture selection (HRPS)
method [16]. Figure 7 illustrates the decoder config-
uration. This method is an extension of MPEG-4
advanced video coding (AVC). In particular, the
decoder has a layered structured reference picture
memory. Decoded pictures in one GOP are stored in
one layer in that memory. The reference picture
indices adaptively correspond to the reference pic-
tures in multiple layers.

Moreover, to control the bitrate of the video con-
tent, we introduce a wavelet-based sub-band structure
to a picture. All pictures are transformed with wavelet
filters, such as JPEG2000. Only the LL band coeffi-
cients are coded using HRPS. The other band data is
adaptively truncated to control the bitrate. This cod-
ing scheme is illustrated in Fig. 8.
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Fig. 4.   Camera positions and cross section image.
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5.   Communication protocol

In free-viewpoint video communication, a receiver
indicates his/her viewpoint. These feedback mes-
sages are transmitted to the sender over a backward
channel. If the network is an IP-based packet net-
work, then RTCP is an appropriate protocol because
it can control multiple video data streams transmitted
using RTP (RTP: real-time transport protocol, RTCP:
RTP control protocol). We transmit multiple video
data as a single elementary stream. A sender multi-
plexes data for several views having the same time
stamp into one RTP packet and transmits it. At the
beginning of a session, RTSP can be used to indicate

the initial viewpoint.
Since there is a round trip delay between the receiv-

er and sender, a viewing position prediction scheme,
which calculates the viewpoint after the round trip
delay is necessary in the receiver. Based on the results
of this viewing position prediction, the receiver indi-
cates to the sender the viewpoint associated with the
time stamp (Fig. 9). This process is a kind of prefetch
[17], because the receiver requests multi-view video
data based on the required viewpoint and time stamp.

6.   Conclusion

We proposed a novel free-viewpoint view commu-
nication scheme. This application allows the user to
change his/her viewpoint freely while receiving video
content. It requires two functions: QoS-guaranteed
transmission of video data in the available band-

(a) Structure of GoGOP #1 (b) Structure of GoGOP #2
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Fig. 6.   Structure of GoGOP.
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widths and low-delay random access in terms of time
stamp and viewing position. To achieve these func-
tions, we propose a novel multi-view video coding
method and communication protocol. We also
described a developed prototype of the free-view-
point video viewer. This viewer can generate a view
from an arbitrary viewpoint, using Ray-Space inter-
polation and extrapolation methods.
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