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1.   Introduction

Although the development of broadband networks
has created various services, including videophones
and videoconferencing, these have not spread as
widely as expected. Meanwhile, a variety of services
are being developed based on ubiquitous computing
technologies. This article introduces a new human
interface for communication that utilizes both broad-
band-based visual information and ubiquitous infor-
mation. 

In person-to-person communication, natural non-
verbal expressions based on gestures, body language,
and facial expressions are as important as direct lin-
guistic expressions using voice and text information.
To achieve such kind of communication between
physically separated users, it is important to produce
an environment in which the communicating users
can feel as if they are sharing the same space at the
same time. Conventional video conferencing systems
have “seams” between the images of users’ spaces
and workspaces such as their document areas and
whiteboards. These seams are clearly obstacles to
smooth collaboration between separated users [1].

Many approaches for constructing a seamless
shared space over separated users and workspaces
have been proposed. ClearBoard [2] lets a user share
a whiteboard with others while supporting gaze
awareness. VIDEOPLACE [3], [4] and HyperMirror
[5] extract the image of users at the local site using
chroma-key so they can integrate the image at the
remote site, thus enabling local users to share the real
space at the remote site with remote users. CAVE [6]
generates a shared space by extracting a human body
image using 3D cameras and combining it with a
workspace image synthesized by computer graphics.
Agora [7] can share a real workspace on the desk
while enabling users to give instructions naturally
with natural body arrangements.

Those systems considered some important features
for remote cooperative working such as workspace
sharing and real-space sharing by having users
“jump” to another site. In addition to those features,
though, we think that it is natural and important to
introduce the surroundings around the users equally
into both spaces. This equality means that the shared
space should reflect the ambience of both sides and
that facilities at one site should be available to users
at the other site. This would make the space sharing
bidirectional.

Our system transfers various kinds of information
including image and ubiquitous information such as
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that obtained from sensors bidirectionally and con-
structs a shared space based on the metaphor of a mir-
ror at each site. The shared space integrates both the
local and remote site images and the workspaces such
as documents or images of real desktops. Users can
communicate bidirectionally and smoothly through
this shared space, in which information from the local
and remote locations and cyberspace information are
integrated seamlessly. As a result, each user can pro-
vide instructions and perform various operations at
the other site [8], [9] by using natural non-verbal
expressions. We refer to the human interface forming
the key component of this system as the “Mirror
Interface”. 

In this article, we introduce the method of commu-
nication via the Mirror Interface in section 2 and
describe its implementation in section 3. We explain
some possible applications of the Mirror Interface in
section 4.

2.   Mirror Interface

2.1   Overview
The Mirror Interface is a real-world-oriented inter-

face that enables users to operate objects existing in
both local and remote real spaces as well as informa-
tion in cyberspace without any distinction. It is con-
structed as a type of “desktop” by projecting real-
world and cyber-world images onto a screen. By dis-
playing the local and remote real-world images and
cyber-world images together, the Mirror Interface
facilitates smooth dialogue. In short, it acts as a com-
munication tool that seamlessly integrates the real
world and the cyber world, as well as remote and
local locations.

The first idea for reducing the seams between the
images of users’ spaces and workspaces is to have

real objects in two real spaces available to both sets of
users, as illustrated in Fig. 1. A large display unit
resembling a mirror is placed in front of the users. The
camera placed above the center of this display faces
the users and captures images of the users and their
surroundings, which are converted to mirror images
and shown on the display. There is an identical system
at the remote side to capture similar images. These
two images are transferred over the network, and the
image of the remote location is superimposed as a
translucent image on the image of the local location.
As a result, objects and users at the two locations are
integrated into one “room”, giving both sets of users
the impression of looking at the same mirror. This
enables users to point out things with demonstrative
words like this, that, here, and there.

The second point to consider is that users should be
able to interact with shared objects in a natural way.
The display not only shows mirror images of the real
world, but also provides information about objects
seen in the image. The users can access that informa-
tion by using a hand as a pointer. Thus, the Mirror
Interface enables users to interact with objects exist-
ing in real space as well as ones in cyberspace with-
out any distinction. 

The third consideration is to enable users to per-
form the above interactions in real time. Since the
images are transferred in DV (digital video) format
without compression, the latency is small. The point-
ing recognition can also be done in real time. These
features are described in section 3.

Summarizing the above, the Mirror Interface can be
regarded as a generalization of the concept of “desk-
top” to the real world. While the ordinary graphical
user interface (GUI) using an ordinary computer
desktop uses a mouse as a pointing device to perform
by selecting and clicking an icon, the Mirror Interface
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Fig. 1.   Overview of the Mirror Interface.
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uses the user’s hand as a pointer to operate equipment
in the real world. In this sense, the Mirror Interface
can be regarded as a “real-world-oriented GUI”. It
consists of the real-world desktop and the pointing
interface, as described below.

2.2   Real-world-oriented desktop
A real-world-oriented desktop provides the user not

only with information in a computer but also with an
interactive space consisting of real-world informa-
tion. The real-world-oriented desktop displays
images of the local site and those of the remote site in
the form of the image seen in a mirror. An icon is dis-
played on each of the operable real objects (devices,
etc.) on the desktop. Icons are also used to symbolize
the usable cyber objects in computers. By pointing at
these icons, the user can not only operate computer
functions but also activate services in the real world.
Since the user is also present in this image and can
operate the objects by simply overlaying his or her
hands in the image, he or she can gain a natural feel-
ing of operating these devices by “touching them”.
An example of a desktop created using the Mirror
Interface is shown in Fig. 2.

On a real-world-oriented desktop, operable objects
and their icons must be arranged in corresponding
positions on the screen. To enable the system to iden-
tify the positions of devices, they are given IR
(infrared) tags [10], [11]. 

2.3   Pointing function for real-world-oriented
GUI

On a conventional desktop, a mouse, touch panel,
etc. are used for direct pointing. For things beyond
immediate reach, devices like remote control units
are used for indirect pointing. To enable natural
pointing to real objects, several types of interface
have been proposed; they all use a 3D camera to

detect the direction in which the user is pointing [12]-
[14]. These methods aim to create a function for
pointing directly at objects within a room. Reference
[13] shows a method based on a configuration in
which the user stands in front of the screen and points
at a location within the area shown.

The Mirror Interface enables the user to indicate a
point in the real world simply by indicating the cor-
responding point on the real-world-oriented desktop.
The Mirror Interface detects the intended “pointing”
when the user’s hand in the image overlaps with the
icons on the real-world-oriented desktop. The perfor-
mance of this method was evaluated in an experiment
[15]. Here, 28 subjects, who were novice IT users,
were asked to touch a target (icon) on the screen dis-
played randomly at one of 18 locations after touching
a fixed “Start” icon by using both our pointing
method and an ordinary mouse. The time spent on
this operation was measured in both cases for four
different target sizes. The results show that our point-
ing method required less time than a mouse in gener-
al. Furthermore, the time taken did not depend on the
target size for our pointing method while it did for the
mouse. These results indicate that our method was
more effective for novice IT users. This suggests that
a system capable of robust recognition of the user’s
hand position can be used as a pointing interface.

The current Mirror Interface detects a marker of a
specific color held in the user’s hand instead of the
hand itself. When the user holds the marker over an
icon, the corresponding action is performed. For
more complex operations, the Mirror Interface can
display a popup menu for the icon in a hierarchical
manner. After the command has been executed, the
menu disappears and the screen returns to normal,
waiting for the next command. To improve the usabil-
ity, we are also investigating a pointing method using
a bare hand using computer vision technologies [16].

Marker Icon Object to be operated (light)

User Real-world-oriented desktop

Fig. 2.   Real-world-oriented GUI.
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In Fig. 2, an icon on the screen is being touched by
the user holding his hand (with a marker) over it. This
operation will cause the light at the remote side to be
turned on.

2.4   Integration of local and remote images
The reflected image of the user is also used for

communication with the partner at the remote site.
The image of the partner and the room captured at the
remote site is integrated with that of the local site by
converting both images to translucent ones and
superimposing them. The resulting image can be
obtained by changing the pixel value p at each pixel
to “p = α · pL + (1 – α) pR” where pL and pR are the
pixel values at the local and remote sites, respective-
ly, and α is the degree of translucency. This superim-
position process is performed independently at the
two locations to generate independent images. An
example of the real-world-oriented desktop created
by this process is shown in Fig. 3. In this example, a
user at the local site faces a person at the remote site
and objects (such as shelves and a light) at both loca-
tions are displayed on a single screen. In other words,
the two rooms are combined into one space. The
superimposed translucent images show all objects at
both locations without hiding overlapped objects;
that is, users can recognize everything at both loca-
tions. During communication, the degree of translu-
cency can be adjusted independently at each location.

2.5   Collaboration in a shared space
To show how the shared space can be used, we built

a document sharing function in it. An example in
which a translucent document is superimposed over
the real-world-oriented desktop is shown in Fig. 4.
By “touching” an icon, users at either location can
turn the page forward or backward.

In Fig. 4, the user and partner at two separate loca-
tions are conversing while pointing with their fingers
at the map shown in the slideshow. Each person can
see the other pointing in the correct orientation on his
own screen. Demonstratives such as “this” and “that”
are understandable to both parties since both users
see the identical mirror image. 

Because the Mirror Interface allows two parties to
share the same space, a user can see how his/her own
gestures, body language, and facial expressions are
seen by the partner; therefore, the user can make
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Fig. 3.   Superimposed translucent images (taken at NTT Group Communication EXPO 2005).
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Fig. 4.   Example of shared document in shared space.



appropriate adjustments during the conversation. In
our experiments, we even observed a case in which
the local user accidentally “touched” the other person
at the remote side and that person reacted by jerking
away from the “hand”. 

3.   System implementation

We have implemented the Mirror Interface to con-
nect two locations. We set up two terminal environ-
ments, each with a personal computer (PC), plasma
display panel (PDP), camera, microphone, speaker,
and other devices (Fig. 5). The systems at both loca-
tions were constructed on local networks and were
connected from separate ports via a network called
the external network, which could be another LAN or
the Internet. In addition, a PC for serving the
slideshow images was connected to the external net-
work. We set IPv4 local addresses for TCP/IP and
UDP/IP communications between the PCs (TCP/IP:
transmission control protocol, internet protocol,
UDP: user datagram protocol).

The system captures images by cameras and voice
by microphones, converts them into DV data format,
and assembles the data into fixed-length UDP pack-
ets for transfer. If the object selected by the user is
located at the remote site, the corresponding com-
mand must be performed at the remote site. Further-
more, coordinate data for registered objects must be
exchanged when necessary to reflect the movement
of objects. The data used for this purpose is very
small in volume relative to the image data, so the
transmission frequency can be about the same as the

frame rate required to ensure the proper display of
object movement. To prevent packet loss and to
ensure that all commands reach the appropriate desti-
nation, TCP/IP was used for this type of data transfer.

For the slideshow, data generated in Microsoft
PowerPoint was multicast to two locations through
the external network. The slideshow images were
captured at preset intervals and converted to DV for-
mat for transmission. Therefore, even a paper docu-
ment can be superimposed on the real-world-oriented
desktop if a document camera is used.

We verified the behavior of this system. Although
some communication delays ranging from approxi-
mately 100 to 150 milliseconds occurred due to the
superimposition and codec processing, smooth dia-
logue was possible with no significant problems.

4.   Applications

Here, we list some possible application areas for the
Mirror Interface. 

(1) Applications using superimposed document
images 

• Video conferencing and interactive remote lec-
tures: The ease with which users at remote loca-
tions can understand demonstrative words
enables effective pointing to shared documents
and/or real objects. 

(2) Applications using superimposed images of a
remote location 

• Remote instruction for exercising or operating
a machine: Users can take advantage of a
shared space, where one body can be superim-
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Fig. 5.   System implementation with the Mirror Interface.



posed on another. 
(3) Applications using the pointing interface

• Futuristic presentations in exhibitions and
showrooms.

In some situations, these three areas can be com-
bined for even more effective communications. We
plan to evaluate the effectiveness of the Mirror Inter-
face in some of those cases. We also plan to improve
the current system considering practical NTT ser-
vices while developing fundamental technologies
such as those needed for tracking a bare hand. 
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