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1.   Background

To stay competitive in the face of strong competi-
tive challenges, companies are increasingly refocus-
ing their resources on areas of core competence and
are outsourcing other operations so they can respond
quickly to changes taking place in the business envi-
ronment [1], [2]. One key point in this development is
that information technology (IT) resources must ulti-
mately be treated rather like a utility such as electric-
ity or water. 

In this article we provide an overview of a shared
data center system, which is the first step toward util-
ity computing. We show that virtualization of the data
center makes it possible for several companies to
share the same IT resources without interfering with
one another. This approach can support the same
level of services as conventional dedicated data cen-
ter systems for as little as one-tenth the cost. One key
element of the shared data center is a shared load bal-
ancer. We developed one because no commercial
implementation is available yet. We overview the
shared load balancer and describe its main features. 

2.   Concept of the shared data center 

2.1   Shortcomings of existing data center services
Existing dedicated hosting services involve sub-

stantial startup and operating costs because separate
equipment is set up and operated for each company.
This is prohibitively expensive for many small to
medium-sized companies and smaller municipal enti-
ties. It can also take a substantial time from when the
need emerges until hosting services can actually be
provided, so resources cannot be obtained as soon as
they are needed. This makes it very difficult for busi-
nesses to respond quickly and agilely to changes in
business environment. These systems are also gener-
ally designed for peak traffic conditions, which
means that their usage efficiency tends to be low
under ordinary non-peak conditions. Unused
resources cannot be readily allocated to another com-
pany. Data center services offered by application ser-
vice providers (ASPs) are relatively inexpensive, but
they have several disadvantages such as uniform
“one-size-fits-all” menu options and interference
between traffic from different companies. 

2.2   Overview of shared data center services 
Shared data center services provide a better alterna-

tive in many cases because they offer the best of both
approaches [3]. As Fig. 1 shows, the shared data cen-
ter opens up a fundamentally new domain that is
roughly the same as ASP-based services in terms of
cost, yet provides dedicated hosting services in terms
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of flexibility (the type of applications that can be
used, quality, security policy, bandwidth, processing
capacity, memory, and so on). By virtualizing all the
key components (server, storage, firewall, load bal-
ancer, access bandwidth, etc.) shared data center ser-
vices allow multiple corporations and municipalities
to share the same resources without interfering with
one another. This permits services to be made avail-
able very quickly on demand at less than one-tenth
the cost of conventional dedicated hosting services by
sharing devices among at least ten companies (Fig.
2). This not only opens up data center services to a far
broader range of smaller to medium-sized companies
and municipalities, but also accelerates the overall
shift toward IT solutions that until now have mostly
been exploited more by larger companies and gov-
ernment bodies. 

2.3   Steps toward utility computing 
The emergence of shared data center services is

essentially the first step toward utility computing.
This transformation can achieve substantial cost sav-
ings by virtualizing and sharing data center equip-
ment and will lead to more advanced services. Even-
tually, it will lead to the following service capabili-
ties: (1) immediate provisioning of data center ser-
vices, (2) dynamic allocation of resources reflecting
service quality and resource availability, (3) measures
to prevent interference among companies sharing
resources, and (4) resource switching to ensure that
services are not interrupted when equipment fails. 
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Fig. 1.   Domain of shared data center services.
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3.   Overview of the shared data center system 

3.1   Virtualization and sharing of resources 
Our primary objective is the virtualization and shar-

ing of the resources that make up the data center sys-
tem. Virtualization of access bandwidth and firewalls
can be achieved fairly easily using IP-VPN (Internet-
protocol-based virtual private network) technology
and other virtualization/sharing techniques that have
been developed for network resources [4]. For stor-
age and servers, several commercial virtualization/
sharing solutions are already available on the market. 

The load balancer is a key element of the shared
data center system that has not yet been implemented
as a virtual/shared commercial product. Moreover,
there are hardly any commercial systems without per-
formance degradation that can handle applications
based on packet fragmentation*1 for streaming deliv-
ery. We therefore decided to develop a shared load
balancer (shared LB) to enable the construction of a
complete shared data center system.

3.2   Overview of the shared load balancer 
(1) Service concept 
As Fig. 3 shows, the shared LB is implemented by

replacing the conventional physical load balancer
function that is usually set up for each company with
a virtual load balancer function. A virtual LB inter-
face is implemented between the shared LB and the
server and/or firewall using a virtual LAN (VLAN).
Note that all interference between companies is effec-
tively prevented by the ability to manage bandwidth,
internal queues, and session numbers in virtual LB
units. The ability to provide traffic shaping in virtu-
al LB units is also provided.

Commercial server and firewall equipment that

allows multiple companies to share the same equip-
ment without interference is generally quite expen-
sive. On the other hand, there is a wide range of com-
mercial systems designed just to be shared, and this
equipment is fairly inexpensive. Essentially we com-
bined a virtual LB with this generic sharing equip-
ment to implement a low-cost server and firewall that
support the shared data center services (Fig. 4). More
specifically, we implemented a function for control-
ling the number of shared LB sessions that sets the
maximum number of sessions (i.e., the total number
of sessions and number processed per unit time can
both be set at the same time) that can be used by each
company for each server and server group. This effec-
tively prevents any particular company from monop-
olizing the server resources. The same function also
prevents an excessive number of access attempts
from reaching the server, as illustrated in Fig. 5. 

At the same time, the shared LB traffic shaping func-
tion ensures a fair allocation of bandwidth resource for
each company, and again prevents any one company
from occupying more than its share of firewall or
access bandwidth (toward the network) resources. 

In short, the shared LB is more than just a virtual-
ized/shared load balancer. It also helps implement the
sharing of servers and firewalls, so it is a key element
enabling the construction of an overall-cost-effective
shared data center system. 

*2

*1 Packet fragmentation occurs when a packet that is too large for the
next link is broken up into a number of smaller packets that can be
received.

*2 Traffic shaping is a function that can output traffic at a specified
uniform rate even when the incoming traffic is bursty by control-
ling its maximum rate, average rate, and the maximum burst
length.
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Fig. 3.   Effects of introducing shared load balancer (1).
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(2) Features of the shared LB system 
The shared LB system has seven main features.
1) One implementation supports up to 100 compa-

nies (virtual load balancer function)
Each implementation will support load distrib-

ution for up to 100 servers without interference.
Equipment costs are substantially reduced
because multiple companies can share the same
equipment. Efforts were made to hold down the
cost of the equipment itself to about the same
level as the conventional standalone load bal-
ancer, so even if the system is just used by a sin-
gle company, it is still no more expensive than
using the conventional physical load balancer.
VLAN functionality is supported as noted earlier,

so it is easy to interconnect the system to virtual
private networks. 

2) High-speed processing
Gigabit-per-second-class (wire-speed) process-

ing is achieved using high-speed content address-
able memory (CAM) implemented in hardware
and network processors and dedicated hardware
using network processors. CAM includes com-
parison logic with each stored bit. The network
processor is a programmable device designed
specifically for processing network traffic quick-
ly. 

3) High-speed streaming delivery processing 
In conventional load balancers, packet frag-

mentation (an essential aspect of streaming deliv-
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ery) is implemented in software, and this results
in substantial degradation of performance. In the
shared LB, the streaming delivery is processed at
wire-speed using network processors. 

4) Support for many distribution capabilities 
In addition to round robin, least connection, and

other basic server load distribution functions, the
shared LB system supports additional functions
such as bandwidth control, session number con-
trol, and traffic shaping of each virtual LB, serv-
er, or server group.

5) Enhanced reliability with VRRP
It has a redundant configuration based on virtu-

al router redundancy protocol (VRRP) for
enhanced reliability. 

6) Dynamic traffic control and filtering linked to a
quality management system and an intrusion
detection system. Quality management is provid-
ed by a quality management system that monitors
the user-perceived-quality of each server and can
dynamically select servers for the shared LB. 

7) Management on per-virtual LB basis 
Equipment and service management are inde-

pendently implemented for each virtual LB using
a graphical user interface-based management sys-
tem. 

4.   Future work 

We will continue to investigate technologies con-
tributing to the eventual transformation to utility
computing. Areas we are studying include fast provi-
sioning of data center resources, dynamic allocation
of resources based on service quality and resource
demands, and resource switching to keep services
running when equipment fails. 
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