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1.   Diversification of speech communication
environment

Human-to-human communication has been
expanded by the popularity of the Internet and mobile
devices. E-mail is the most representative example of
the recent trend, with the videophone being another
example. Advances in broadband IP (Internet proto-
col) networks now let us enjoy video telecommunica-
tion in our own home using personal computers. The
personal computer lets us use many input/output
devices such as keyboard, display, mouse, micro-
phone, speaker, and touch panel. Multimodal
telecommunication using those kinds of devices will
make telecommunication more efficient and more
enjoyable than that using the conventional fixed-line
telephone, which provides just a single voice
telecommunication channel. The broadband IP net-
works will lead to an advanced style of telecommuni-
cation via several media, such as still and moving
images, sound, speech, and text. Furthermore, they
can raise the quality of sound and images for telecom-
munication, enabling realistic telecommunication
services that were not developed for narrowband net-
works. High-reality multimodal telecommunication
is expected to become the most popular communica-

tion style in the near future.

2.   Direction of media processing technologies

The Media Processing Project at NTT Cyber Space
Laboratories has made significant advances in speech
and audio signal processing and natural language
processing. Considering the recent rapid growth of
the broadband IP networks and globalization of the
telecommunication network, the Media Processing
Project is aiming at new technologies for a high-real-
ity next-generation voice communication environ-
ment, which will require innovative techniques in
speech and audio signal processing.

We have also been trying to create man-machine
interface technologies that will let users access infor-
mation and other people in an easy and natural man-
ner. Speech recognition, speech synthesis, and natur-
al language processing techniques will improve the
man-machine interface and enhance the multimodal-
ity of telecommunication. 

Figure 1 illustrates a high-reality videoconferenc-
ing service as an example of a next-generation
telecommunication service. Participants are dis-
played on high-resolution screens with excellent
color fidelity and 3D surround sound, giving them the
feeling that they are sitting at the same table. The sys-
tem transmits high-quality sound and voice while
suppressing background noise, which would other-
wise reduce the sense of reality. A scalable speech
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coding technique designed for the best-effort network
ensures that the transmitted sound is never interrupt-
ed, even when the network is congested. Intelligent
interface agents appear on the screen to help the par-
ticipants retrieve information. Participants can talk to
the agent from any position without being conscious
of the location of the microphone. The interface
agents speak with natural-sounding voices and
accomplish the information retrieval tasks set by
users. A speech translation function permits commu-
nication among participants speaking different lan-
guages. This kind of network service will be widely
used on broadband IP networks.

3.   Restructuring the core technologies

To accelerate the development of the advanced
functions of the network service mentioned above,
several basic technologies were integrated to yield
new core technologies. Namely, five conventional
basic technologies—speech recognition, speech syn-
thesis, natural language processing, speech coding,
and audio signal processing—were integrated to gen-
erate four new core technologies.

1) Semantic indexing 
Speech/text contents on the Internet will be rec-

ognized, transformed, and structured to generate
a huge knowledge source for information
retrieval that will satisfy the questions and
demands of the users.

2) Realtime multilingual speech translation

Speech/text will be translated to enable real-
time communication between people speaking
different languages.

3) High-reality bidirectional voice communica-
tion
A high-reality sound environment will be

reproduced as if the person at the remote site were
right in front of the user.

4) Spoken dialogue interface for cyber attendants
Intelligent interface agents using multimodal

communication will establish a natural and user-
friendly man-machine interface. 

The other feature articles in this issue introduce
new techniques selected from among those developed
for “high-reality bidirectional voice communication”
and “spoken dialogue interface for cyber attendants”.

4.   High-reality bidirectional voice
communication technology reproducing
comfortable sound environment

High-reality bidirectional voice communication
technology consists of two basic technologies: audio
signal processing and speech/audio coding. Audio
signal processing includes sound-pickup, sound-
reproduction, and echo-cancellation. The next article
introduces a new scalable speech coding technique,
which is based on a flexible design policy that can
control the quality of reproduced sound according to
the conditions of the network and the user’s environ-
ment while maintaining interconnectivity among var-
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Let’s check the Web… I would like to know the
schedule of the clients…..

Shall we use someone who is popular with
the young generation?

I think it is better to include
teenagers as the commercial target.

Question:
   Which female personality is most
   popular in commercials? 
 

System response:
   1. Mayumi (Web page, video clip)
   2. Mayumi Ohno (Web page, photo)
       ...…

They seem to be free at 
Monday ten o'clock and 
Tuesday in the afternoon. 

10代の若者をCMのターゲットに�
含めたほうがよいのでは？�

Tokyo office

London office

Fig. 1  Concept of future service using media processing technologies 
(speech processing, audio signal processing, and natural language processing).
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ious types of lines. In the third article, a new echo-
canceling technique is introduced. This suppresses
echoes as well as ambient noise to make the talker’s
speech clearer and easy to understand at the other
site.

5.   Spoken dialogue interface technology
providing user-friendly man-machine interface

Spoken dialogue interface technology for the cyber
attendant system consists of wide variety of basic
technologies such as speech recognition, speech syn-
thesis, natural language processing (dialog control
and indexing), and audio signal processing (sound-
pickup and echo-cancellation). The fourth article
introduces an advanced spontaneous speech recogni-
tion technique, which can recognize spontaneous
speech and extract key words. The fifth article
describes a new text-to-speech synthesis technique
using a corpus-based approach. This technique gen-
erates high-quality synthetic speech that is as natural
as human speech from any text.

6.   Conclusion

This article has introduced the research targets of
the Media Processing Project in NTT Cyber Space
Laboratories. We are convinced that the fusion of
media processing technologies will lead to next-gen-
eration telecommunication and broadband IP net-
works will lead to media processing technologies
being widely used to enrich human-to-human com-
munication.
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