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1.   Introduction

What do you suppose it would be like to talk to a
machine and have it understand what you are saying?
Scenes in which people start talking to electronic
gadgets and robots are a staple feature in science fic-
tion movies, so there are probably lots of people who
think this sort of technology is still a long way off.
However, speech recognition technology has already
started to appear in practical applications. NTT has
over 30 years’ experience in this field [1] and has
already developed various practical applications of
this technology. Examples include our V-Portal ser-
vice [2], which allows users to access a range of
information by talking into a telephone, and our real-
time subtitle creation system [3] for live broadcasts of
baseball matches.

Continuous speech recognition involves recogniz-
ing sentences and phrases from natural speech, which
tends to contain multiple words strung together in a
continuous stream. So far, we have reached the level
where it is possible to achieve an accuracy of about
90% in the recognition of continuous speech. How-
ever, with conventional technology, this accuracy can
be achieved only if the words are spoken clearly and
smoothly (like a television announcer, for example).

For speech recognition technology to work in situ-

ations such as contact centers, it must be able to rec-
ognize free conversation between humans. At NTT
Laboratories, we have been researching and develop-
ing free conversation speech recognition technology
for several years, but our earlier technology was
aimed at recognizing conversations between humans
and machines [4]. Although it could handle various
linguistic expressions such as filler words and hesita-
tions, enabling the system to achieve a good recogni-
tion accuracy, it is inadequate for free conversation
because when people talk to other humans they use
speech that is much freer and rougher than when talk-
ing to a machine. To recognize free conversation
accurately, the speech recognition technology needed
to be improved to handle filler words and hesitations
better and extended to handle linguistic problems
such as colloquialisms and acoustic problems such as
fast speech, indistinct pronunciation, and background
noise (Fig. 1). These problems made accurate recog-
nition difficult to achieve with earlier technology. 

2.   Free conversation speech recognition technology

The principle of a standard continuous speech
recognition engine is shown in Fig. 2. Continuous
speech recognition involves the use of three models:
an acoustic model that associates phonemes with
voice characteristics, a recognition dictionary that
defines the words to be recognized, and a language
model that expresses the connections between words.
These models are used to apply numerical scores to
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the input speech with regard to acoustic similarity
and linguistic validity, and the string of words with
the highest score is output as the resulting recognized
text. It is not possible to obtain high accuracy in the
recognition of free conversation unless these three
models are specifically tuned for free conversation.
For each of these models, we describe the efforts that
have been made to resolve the characteristic prob-
lems of free conversation.

2.1   Adapting an acoustic model to free
conversation

The acoustic model consists of a set of phoneme
models. A phoneme is roughly equivalent to the
sound corresponding to a single letter of a Japanese
word written in Roman letters. In a phoneme model,
the acoustic features of phonemes are assembled
together and expressed as probability values. The
acoustic model determines suitable probability values
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Fig. 1.   Problems of speech recognition for free conversation.
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Fig. 2.   Principle of continuous speech recognition.
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by statistically analyzing large quantities of speech
data. The performance of the acoustic model largely
depends on the quality and quantity of speech data
used in its construction. To improve the performance
of the acoustic model, it is essential to collect large
amounts of high-quality speech data.

Previously, we have used a large-scale speech data-
base containing over a thousand hours of recordings
of speakers reading prepared documents such as news
articles in a relatively clear voice. Compared with this
sort of careful speech, free conversation is character-
ized by a faster rate of speech, less distinct pronunci-
ation, and so on. Consequently, with only a speech
database of prepared readings, no matter how large, it
is not possible to make an acoustic model that is capa-
ble of recognizing free conversation with high accu-
racy. Therefore, we compiled a new free conversation
speech database containing recordings of two people
conversing freely on particular subjects. However, it
was not possible to gather a large volume of high-
quality spontaneous speech data, so this database
contains only a few tens of hours of speech.

To make up for this lack of speech data, we devel-
oped a technique for automatically selecting utter-
ances that are the closest to free conversation from the
conventional speech database of prepared readings.
This technique is summarized in Fig. 3. We conduct-
ed tests to compare the accuracy of spontaneous
speech recognition using (1) an acoustic model con-
structed from a speech database of prepared readings

and a free conversation speech database and (2) an
acoustic model constructed from data excluding part
of this database. When excluding some of the data
resulted in a model with lower recognition accuracy,
we concluded that the excluded data had a positive
effect on the accuracy of spontaneous speech recog-
nition. This process was used to evaluate the entire
database, allowing us to select speech close to spon-
taneous speech from the speech database of prepared
readings. By using this technique to acquire a total of
several hundred hours of speech, we were able to con-
struct a highly accurate acoustic model for recogniz-
ing free conversation.

In situations where speech recognition is used in
practice, the acoustic characteristics vary from one
location to the next due to variations in parameters
such as microphone and transmission characteristics
and background noise levels. If such variations are
reduced when the acoustic model is constructed, it is
possible to adapt the model to a wide variety of
recording environments. However, when there has
been severe distortion such as a high level of back-
ground noise or where a different recording micro-
phone has been used, it has not been possible to avoid
degraded speech recognition performance. The
acoustic model environment adaptation technique
shown in Fig. 4 automatically estimates the back-
ground noise and speech distortion contained in the
speech data recorded by the end user and derives a
numerical matrix representation of the amount of
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Fig. 3.   Selection of data for the free conversation acoustic model.
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variation in the sound relative to a suitable standard
reference acoustic model. If the standard acoustic
model is multiplied by this matrix, it can be trans-
formed into an acoustic model suited to the end user’s
acoustic environment. This technique makes it easy
to adapt the model to a wide variety of recording
environments.

2.2   Adapting the recognition dictionary and
language model to free conversation

Continuous speech recognition relies on the use of
a recognition dictionary (a list of words that can be
recognized by the recognition engine) and a language
model (which applies constraints to the concatenation
of words from the recognition dictionary). In current
speech recognition mechanisms, words that are not
registered in the recognition dictionary (unregistered
words) cannot be output in the recognition result. It is
thus necessary for the dictionary to contain as many
as possible of the words that are likely to be included
in the input speech. However, as the number of words
included in the dictionary increases, the processing
speed and memory requirements of the speech recog-
nition processing become larger, so the dictionary
must be designed to cover as many different expres-
sions and phrases as possible with a limited number
of words. We therefore collected texts with a wide
variety of contents and entered the words appearing
in them into a well-balanced dictionary, thereby
designing a general-purpose dictionary having few
unregistered words for a wide variety of applications.

To recognize free conversation, the language model
must also be adapted to free conversation. Free con-

versation contains various forms of expression such
as repetition, hesitation, and filler words such as “er”
and “um”, but it would take a great deal of work to
make grammatical rules that can handle all of these
expressions. Therefore, a statistical language model
is used for the recognition of free conversation. In a
statistical language model, the ease with which dif-
ferent words can be joined together is represented in
the form of statistical concatenation rules by analyz-
ing a large volume of text data.

The language model is trained on large amounts of
text gathered from sources such as web pages and
transcripts of the speech in the free conversation
speech database described above. Although the latter
contains many expressions that are found in free con-
versation, the contents are very limited. Conversely,
the former includes a very wide range of content, but
the majority of the text is written in a literary style.
Therefore, as shown in Fig. 5, by training the lan-
guage model based on a carefully balanced mixture
from both sources, it became possible to use words
and expressions from a wide variety of fields while
dealing with the diverse phraseology of free conver-
sation. Furthermore, by introducing a language
model where similar words are handled together as a
single class, we further increased the recognition
accuracy.

3.   Conclusion

The technology described here makes it possible to
achieve recognition with fairly high accuracy even
for free conversation. In the future, we will continue
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to end user’s environment

··· ···

Fig. 4.   Environment adaptation of the acoustic model.
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to develop this technology to increase its accuracy
and allow it to be used in a broader range of situa-
tions.

One goal involves increasing the vocabulary of the
recognition dictionary. A contact center can be
involved in various types of business and may use a
large number of words including product names and
specialist terminology from its particular field of
business. To broaden the applicable scope of speech
recognition, it is desirable that as many words as pos-
sible can be handled, but as mentioned above due to
limits on processing speed and memory, we are cur-
rently limited to a vocabulary of roughly 100,000
words. To break through this limit, we are research-
ing a weighted finite-state transducer (WFST) in col-
laboration with NTT Communication Science Labo-
ratories. This should substantially increase the search
efficiency of recognition results by representing the
acoustic model, dictionary, and language model as a
single compact network. In our experiments, even a
commercial PC was able to implement continuous
speech recognition with a huge vocabulary of over
one million words.

Another area to study is model tuning techniques.
To raise the technology to a level where it can be put

to practical use, it is sometimes necessary to tune
models to suit the environments in which they will be
used. In the construction of the acoustic model and
language model, we use recorded speech and its tran-
scription, but transcribing this speech is very labori-
ous. We are therefore working to develop technology
that trains the acoustic model and language model
automatically from the speech without it having to be
transcribed.

If these technologies can be achieved, then it should
be possible to produce speech recognition systems
that can be used in all sorts of situations and that start
off with a high recognition accuracy and gradually
become even more accurate as they are used.
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