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1.   Grounding

Grounding is a term used in the field of artificial 
intelligence research to describe the creation of asso-
ciations between the names mentioned in dialogues 
between humans and machines and the real-world 
objects to which these names refer. This is necessary 
because for a meaningful dialogue to take place it is 
essential that when somebody refers to a person 
called Mr. X, the machine identifies this as the same 
Mr. X to whom the human is referring.

In Web pages, named entities referring to the same 
object can be expressed in a multitude of different 
ways. This tendency is particularly evident in con-
sumer generated media (CGM), which can contain a 
very wide diversity of references to the same entity, 
including abbreviated names, pet names, and even 
obfuscations.

We will consider situations where Web pages of 
this sort are being searched. For example, let’s sup-
pose that we are searching for Web pages that men-
tion a prime minister called 電電一郎 (Denden  
Ichiro). Is it sufficient simply to type 電電一郎 into a 
search engine? In a search engine such as goo [1], we 
would probably get more results by typing in 電電 
AND 首相 (Denden AND prime minister) instead of 
電電一郎. Since it can be inferred that most of the 

results obtained by the latter method will be docu-
ments relating to Prime Minister Denden Ichiro, it 
can be seen that if you simply uses the person’s full 
name as a search string, you are likely to end up miss-
ing an appreciable number of results.

The grounding technique we have been working on 
aims to solve this sort of problem, and we have 
devised a function for associating a unique ID 
(ground) with various expressions that appear in text 
documents. In the previous example, the same ID 
would be associated with expressions such as 首相の
電電さん (Denden-san the prime minister), 電電内
閣総理大臣 (Denden, the head of the cabinet), and 
the pet name 電ちゃん (Den-chan) (Fig. 1). If IDs 
can be associated with names mentioned in Web text, 
then it will become possible to gather these docu-
ments (Fig. 2). Furthermore, by linking these IDs to 
a database, it will be possible to provide advanced 
Web services such as a unified display of related 
information.

2.   Difficulty of implementing  
grounding techniques

There are basically two techniques needed for 
grounding. One is a technique for resolving ambigui-
ties, e.g., by determining the individual to whom a 
name refers. This requires the word sense disambigu-
ation technique in natural language processing. When 
a document contains a common name like Mr. Fuku-
da, there are many possibilities for the referent (the 
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object being referring to). For example, the Japanese 
Wikipedia has articles on at least 70 people called 
Fukuda. Since the people mentioned in Wikipedia 
have achieved some degree of notability, it is likely 
that expanding the scope to include other less notable 
individuals such as the friends of bloggers would 
result in innumerable possibilities. The telephone 
directory lists thousands of people called Fukuda. 
The first type of technique is used to resolve this 
ambiguity based on information such as the context.

The other technique acquires knowledge regarding 
what sort of expressions are likely to be used for each 
entity. For example, people called Ichiro Yamada and 
Hanako Sato might be referred to by the pet names ヤ
マさん (Yama-san) and さとっち (Satotchi). With-
out this knowledge, it would be impossible to identify 
さとっち as a reference to someone called Hanako 
Sato. Since new pet names and abbreviated names 
come into use every day, the second technique is used 

to acquire these synonyms automatically.
The technique for resolving ambiguities related to 

people and places and the technique for acquiring 
synonymous named entities are described in below.

3.   Person name disambiguation

Disambiguating person names, which are often 
mentioned and searched for in CGM, is a key issue. 
For example, suppose that there is a political journal-
ist called 電電花子 (Denden Hanako) and a soccer 
player called 電電太郎 (Denden Taro). When people 
see the words 電電さん (Denden-san), how do they 
know whether it refers to Hanako or Taro? Without 
any context, it is hard to identify which of these indi-
viduals is the referent. This decision can only be 
made based on the context. For example, a reference 
made in a political context is more likely to refer to 
Hanako the journalist, whereas a reference made in a 
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Text

On the 3rd, Prime Minister Denden
joined LDP candidate Yamada
on the streets of Nipponbashi... 

Grounds

Ichiro Denden

Jiro Denden
Saburo Denden

Tokyo-to, Chuo-ku, Nihonbashi
139.25 E, 35.45 N

Osaka-shi, Naniwa-ku Nippon-

電電 首相は 三日 、日本橋 の

街頭で 自民党 の 山田 候補の…

Fig. 1.   Expressions and grounds.

…電電太郎元首相の息子、 一郎 さんの後援会で昨日講演し…
… the son of former Prime Minister Taro Denden, Ichiro yesterday addressed...

…佐藤さんはおととい 電電一郎 首相を表敬訪問したみたい…
... Sato made a courtesy visit to Prime Minister Ichiro Denden two days ago...

…衆議院神奈川24区の「イチロー」ってもしかして首相の…
... 24 wards of Kanagawa prefecture, perhaps “Ichiro” is the Prime Minister’s...

Search電電一郎 (Denden Ichiro) 

Fig. 2.   Gathering Web pages with various expressions.
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sports context is more likely to refer to Taro the soc-
cer player. Also, Hanako is more likely to be men-
tioned at the same time as Secretary-General X of 
some political party, while Taro is more likely to be 
mentioned at the same time as soccer player Y.

The purpose of grounding is to perform such judg-
ments automatically (Fig. 3). In this technique, the 
distribution of terms appearing in the vicinity of each 
person’s name is calculated beforehand from a large 
volume of text. In Hanako’s case, we can expect that 
terms such as “Liberal Democratic Party” and “par-
liament” will be collected with high frequency.

When judging who is actually being referred to by 
the name Denden-san appearing in a passage of text, 
the technique compares the distribution of the terms 
surrounding the words Denden-san with previously 
gathered distributions, and the actual referent is 
judged by the similarity of the distributions.

A technical issue involved in this estimation is how 
to apply suitable weighting to the terms appearing in 
the vicinity of these entities so that terms with high 
discrimination ability receive higher weighting than 
terms that are less useful. For example, terms such as 
“television” might appear in connection with both of 
these people. In this technique, an efficient weight is 
estimated statistically on the basis of which terms 
appear more often for a particular individual and not 
so often for other people.

4.   Place name disambiguation

Nowadays, with the development of the geographic 
information system (GIS), it is becoming increas-
ingly important to identify the location of geographi-
cal affairs in the real world. In particular, the appear-
ance of online maps such as goo’s map application 
programming interface (API) has led to a rapid spread 
of services where information from various databases 
is organized on maps. If the real-world locations of 
places mentioned in text content could be inferred, 
then it would become possible to use text content as a 
source of data for GIS positioning in addition to data-
bases (Fig. 4).

To infer the locations of place names mentioned in 
text content, it is necessary to identify the locations 
that are actually indicated by place names referred to 
in vague expressions. For example, consider the fol-
lowing expression: “日本橋 (Nihonbashi/Nippon-
bashi) can easily be reached from 難波 (Namba)”. 
According to the gazetteer [2] published by the Min-
istry of Land, Infrastructure and Transport, there are 
two place names in Japan that include the characters 
日本橋 and eighteen place names containing the 
characters 難波. Place name disambiguation could 
thus be described as the problem of selecting likely 
candidates from among these possibilities.

This technique mainly uses two viewpoints to 
resolve ambiguities. One is the viewpoint that place 

Denden Taro
Denden Ichiro

Contextual feature
acquisition

“... looks like the journalist Den-hime is going to run for election with the XX party...”

Denden Hanako

Word and named
entity extraction

Contextual feature
extraction

Word sense
disambiguation

(grounding)

Den-hime
→Denden Hanako

Grounding
knowledge

Synonym
acquisition

Expressions: “Denden Hanako”,
       “Denden”, “Hanako”, “Den-hime” ....

Features: “XX Party: 0.88”,
       “election: 0.49”, “ABC newspaper: 0.88”, 
       “Party Secretary XYZ: 0.54”, ....

Fig. 3.   Process of named entity grounding. 
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names appearing in the same text are often situated 
close together (i.e., geographically close together, not 
close together on the page). The place names men-
tioned in the text and the latitude & longitude candi-
dates for each place name are all listed out, and if the 
positional candidates that are closest together out of 
all possible combinations are judged to correspond to 
the locations of these place names in the real world, 
then the place names 日本橋 and 難波 in the above 
example can be judged to correspond to Nipponbashi 
in Naniwa-ku, Osaka (34.39 N, 135.50 E) and Namba 
in Chuo-ku, Osaka (34.40 N, 135.51 E).

The other viewpoint is that place names that appear 
in text without any preface must be well-known. 
There are many locations in Japan called Ginza; how-
ever, when it is mentioned without any preface, it 
almost always refers to the district in Chuo-ku, 
Tokyo. When referring to other locations called 
Ginza, people will generally use an expression of the 
form “Ginza town in city X, prefecture Y”.

So how can we go about estimating how well-
known a place name is? Several methods have been 
proposed: one of them uses the number of shops in 
each location as an indicator of how well-known it is 
[3]. The reasoning behind this method is that the pres-
ence of a large number of commercial establishments 
in an area means that it must be visited by a large 
number of people, so there is likely to be a fixed rela-
tionship between the number of shops in an area and 
the proportion of people that know of this location 
when they read about it. By combining these disam-
biguation techniques, we have confirmed that it is 
possible to correctly infer the location of place names 

in the real world with 92.7% accuracy in tests where 
blog articles were evaluated.

An example of a service where this technique is 
applied is the goo image search [4]. In this service, 
place names contained in text associated with crawled 
images (captions, etc.) are used to provide an image 
search function with a map interface.

5.   Automatic acquisition of synonym knowledge 
needed for grounding

To achieve named entity disambiguation, we first 
need a list of candidates to define which meanings are 
possible for each expression. If the candidate list 
includes the relationship Den-chan → Denden Ichiro, 
Yamada Denko, then disambiguation is the problem 
of deciding which of these people is the referent. This 
list of candidates can be generated from a list of syn-
onyms indicating what kinds of expressions are used 
to refer to a particular entity.

There are many different types of synonyms for 
named entities. They range from simple spelling 
variations such as the elision of a vowel-extending 
character (ー) to pet names, which can defy explana-
tion and can take many forms depending on how they 
are derived. We have classified these derivation pro-
cesses, and we have proposed a method for automati-
cally acquiring derivative named entity synonyms 
[5].

A derivative named entity synonym is a synonym 
produced by means such as forming similar sounds or 
similar expressions, regular abbreviations, and the 
addition of typical pet name forms (e.g., Kawamura 
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Fig. 4.   Linking maps with text contents.
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Hachinojo → Hachi-be). A classification chart 
assembled from these derivation processes is shown 
in Fig. 5. By analyzing a text corpus, we have found 
that the derivation of about 90% of synonyms can be 
explained by combining these classes.

To decide whether or not a pair of words has a syn-
onymous relationship, the abovementioned deriva-
tion processes are reproduced on a computer. To 
judge the similarity of sounds, the similarity of pro-
nunciations is determined based on parameters such 
as edit distance, while typical pet name forms are 
judged using a dictionary. Furthermore, regular 
abbreviations are judged by machine learning to 
determine whether or not one term is an abbreviation 
of the other.

In tests where synonymous pairs were extracted 
from a corpus by a procedure involving a combina-
tion of these methods, we found that we were able to 
extract synonyms with approximately 70% accuracy.

6.   Future work

In this article, we described a technique for linking 
items of Web content by inferring the meanings of 
named entities, and we discussed a named entity 
grounding technique that makes it possible to analyze 
and utilize this sort of content accurately. In the 
future, we plan to work at expanding the range of 
expressions that can be processed and to continue 
applying this technique to new Web mining services.
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Fig. 5.   Model for generating named entity synonyms.
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