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1.   Introduction

With the penetration of broadband services, data 
traffic handled over the communication network has 
kept increasing over the last decade. This trend is 
causing serious problems, especially in metropolitan 
area networks (MANs), since data traffic tends to 
concentrate in urban areas along with the population. 
Therefore, a MAN must offer a large capacity and 
scalability to accommodate the explosive growth in 
traffic. Moreover, it must provide robustness and 
flexibility since it is a key social infrastructure. To 
secure the required robustness, the network should 
have at least three disjoint*1 paths between every pair 
of nodes. In metropolitan areas, the network needs to 

be flexible enough to efficiently accommodate fre-
quent changes in traffic caused, for example, by a 
data center being opened or closed.

A photonic network based on wavelength division 
multiplexing (WDM) is expected to meet these 
requirements. Although network architectures based 
on the popular ring and multi-ring topologies have 
been investigated, they do not provide the necessary 
degree of link redundancy [1], [2]. To secure network 
robustness, various path protection/restoration sys-
tems for photonic networks have been studied [3], 
[4]. This paper describes a photonic network archi-
tecture that can ensure that there are at least three 
disjoint paths between any arbitrary node pair and 
hence provide the robustness required for a MAN.
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The rest of this paper is organized as follows. Sec-
tion 2 discusses MAN requirements. Section 3 
describes our hypercube photonic network (HC-PN) 
architecture. Section 4 analyzes the link capacity 
requirements for the HC-PN and a conventional ring 
network. Section 5 compares their other characteris-
tics. Section 6 concludes with a brief summary.

2.   MAN requirements

The motivation for this study comes from the fact 
that the data traffic handled over Japan’s national 
network is not geographically uniform. The prefec-
ture-by-prefecture distribution of broadband users 
and population [5] is shown in Fig. 1. The geograph-
ical distribution of traffic matches that of broadband 
users or traffic consumers. The geographical distribu-
tion of broadband users corresponds roughly to that 
of the population. The top five prefectures*2, where 
most broadband users reside, are Tokyo, Kanagawa, 
Osaka, Aichi, and Saitama. 70% of broadband users 

reside in 13 out of the 47 prefectures (almost 28%). It 
also shows that 35.4% of broadband users reside in 
the Tokyo metropolitan area, which includes Tokyo, 
Kanagawa, Chiba, and Saitama. This suggests that 
the traffic explosion is an especially serious issue in 
the Tokyo metropolitan area.

In addition to the traffic explosion, metropolitan 
areas have unique characteristics that must be consid-
ered in designing any future network. The major 
issues for a metropolitan area, derived from the case 
of the Tokyo area, are listed in Fig. 2. The first issue 
is heavy traffic congestion, which is due to the con-
centration of not only broadband users, who are traf-
fic consumers, but also the traffic generators like 
Internet exchanges and data centers. The second, 
which is true for quite a few countries including 
Japan, is the need to prepare for natural disasters such 
as earthquakes and typhoons. This is especially 

5

* Broadband service includes fiber to the home (FTTH), digital subscriber line (DSL), cable television (CATV),  and fixed
wireless access (FWA).
Data sources: BB User: The Ministry of Internal Affairs and Communications; Population: The Ministry of Health, Labor
and Welfare
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Fig. 1.   Broadband user distribution in Japan.

*2	 Japan has 43 prefectures (ken) and 4 other sub-national 
jurisdictions, including the Tokyo metropolis (to) and Osaka urban 
area (fu). Here, we treat all 47 as prefectures for simplicity.
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important for Tokyo, the capital city. The last one, 
which is related to the recent worldwide emphasis on 
protecting the environment, is the shortage of electri-
cal power and space for information and communica-
tions technology (ICT) infrastructure because of the 
concentration of population and economic activities 
in the metropolitan area.

We need to take these issues into account in design-
ing a MAN. MAN requirements derived from the 
above issues are shown in Fig. 3. To handle the heavy 
traffic congestion, we need a large capacity and good 
scalability to accommodate the explosive increase in 
data traffic. MANs must be robust and thus reliable 
enough to withstand any and all disasters. To handle 
the shortage of electrical power and space, network 
equipment must be compact and have low power con-
sumption.

Most MANs use ring or star network architectures. 
These have simple structures and are suitable for col-
lecting the geographically distributed data traffic in a 
cost-effective manner. However, it is very difficult to 
satisfy all the requirements listed in Fig. 3 at the same 
time with these network architectures. A ring-based 
photonic network using reconfigurable optical add-

drop multiplexers (ROADMs) as network nodes has 
been widely investigated as an approach to develop-
ing a low-cost and low-power-dissipation MAN [6]. 
A photonic ring network is a promising candidate 
with many attractive features for MANs, but the ring 
topology provides insufficient robustness against 
multiple failures. A new architecture that can satisfy 
all the requirements at the same time is needed.

3.   Hierarchical hypercube photonic network

We are working on a novel network architecture 
that can satisfy all the requirements placed on a 
MAN. It is a photonic network with a layered hyper-
cube network topology (hierarchical HC-PN) and it 
uses multi-degree ROADMs (MD-ROADMs) as the 
network nodes [7], [8]. The hypercube network topol-
ogy and the optical cross-connect (OXC) functional-
ity offered by the MD-ROADM work well together to 
satisfy the requirements.

The hypercube is well known as one of the most 
efficient network topologies, especially for intercon-
nection in parallel computers [9], [10]. The configu-
ration of a three-dimensional (3D) hypercube (the 
familiar cube) network is shown in Fig. 4 as an 
example. A 3D hypercube has 8 vertices and 12 
edges, which correspond to network nodes and links, 
respectively. We define an n-dimensional hypercube 
network as follows. It consists of N=2n nodes, each of 
which is labeled by a unique binary node number. 
Nodes whose node numbers differ by only one bit 
from each other are interconnected by a bidirectional 
link. As shown in Fig. 4, Node (000) is link-con-
nected to Nodes (001), (010), and (100) since their 
numbers differ by only one bit from Node (000), in 

Requirements placed on MANIssues faced by MAN 
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Fig. 3.   Requirements for MAN.
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Fig. 2.   Issues for Tokyo metropolitan area network.
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Fig. 4.   Configuration of a 3D hypercube network.
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accordance with the definition.
The total number of bidirectional links for an 

n-dimensional hypercube is (N/2)Log2N. This char-
acteristic makes the hypercube scalable since the 
number of links in this network is proportional to 
O (NLog2N), which for large-scale networks is much 
smaller than O (N2), the number of links in a full-
mesh network, which is the richest network topology. 
The hypercube network subsumes lower-order net-
work topologies such as mesh, tree, and ring, and thus 
exhibits the features of these network topologies. A 
unique feature of the hypercube with three or more 
dimensions is that it can form at least three disjoint 
paths between any arbitrary pair of nodes, which 
makes the hypercube robust and reliable enough to 
secure the network against multiple failures. These 
features make the hypercube network attractive as a 
MAN solution.

The configuration of an MD-ROADM [11], [12] is 
shown in Fig. 5. It is composed of wavelength selec-
tive switches (WSSs) that are interconnected. A WSS 
acts as a 1 × N wavelength selective switch. In the 
switch, each wavelength channel of the input WDM 
signal can be independently controlled so as to be 
output from any arbitrary output port. The configura-
tion in Fig. 5 offers add/drop and OXC functions for 
arbitrary wavelength and input-port signals. An MD-
ROADM with more than three input/output ports is 
now feasible if it is based on WSS devices. It can be 

used as an OXC that interconnects neighboring net-
work nodes transparently (i.e., without any optical-
to-electrical (O/E) or electrical-to-optical (E/O) con-
version) or as a building block of the photonic net-
work. The MD-ROADM-based photonic network 
enables us to handle large-capacity WDM paths with-
out any O/E or E/O conversion, which lowers the 
network’s cost and power consumption. The HC-PN 
with MD-ROADM nodes is therefore promising as a 
MAN.

Applying hypercubes to a MAN is much more chal-
lenging than applying them to a parallel computer 
since there are a lot of constraints in designing and 
constructing a MAN. These include the location of 
telecommunication buildings, geographical route of 
installed optical fibers, and geographical distribution 
of traffic generators and consumers. These factors 
must be considered as external factors that restrict our 
freedom in designing the network. To make it easier 
to install the hypercube network as a real MAN, we 
have designed a hierarchical hypercube architecture 
that divides the network into two layers: an inter-
building network layer and an intra-building network 
layer. This hierarchical structure lets us treat the inter-
building and intra-building networks independently 
while retaining the hypercube architecture.

The configuration of a hierarchical HC-PN with 
MD-ROADM nodes as network nodes is shown in 
Fig. 6. Here, 16 building nodes form a 4D hypercube 
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Fig. 5.   Configuration of an MD-ROADM.
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network. The links between the building nodes are 
optical fiber cables. In each building node, 16 sub-
nodes (MD-ROADMs) form a 4D hypercube net-
work. Each sub-node has eight input/output ports: 
four are interconnected to the ports of neighboring 
sub-nodes in the same building node, and the other 
four connect to the corresponding sub-nodes in the 
nodes in neighboring buildings via the optical fiber 
cables interconnecting the building nodes. The tribu-
tary links of each sub-node are connected to the rout-
ers of the service network and other client equipment. 
The configuration in Fig. 6 yields an 8D hypercube 
network with 256 network nodes. The hierarchical 
architecture alleviates the network design constraints. 
The degree of hierarchy can be altered to match the 
constraints of the network.

One issue in applying the hypercube network to a 
practical MAN is the discrete nature of its network 
scale extension. To extend a 4D hypercube to a 5D 
one, for example, one must add 16 nodes, so the net-
work cannot be freely extended by any desired num-
ber of nodes. This issue can be overcome by introduc-
ing the concept of an incomplete hypercube [13], 
which lets us add network nodes incrementally with-
out sacrificing the advantages of the hypercube archi-
tecture.

4.   Link capacity requirements

In designing a network, we must assign suitable 

bandwidth to each link to maximize network effi-
ciency. The link capacity requirements generally 
depend on both the maximum traffic input from each 
network node and the network topology. We theoreti-
cally investigated the link capacity requirements of 
the HC-PN and compared them with those of the 
popular ring-based photonic network. The network 
topology models used for this link capacity evalua-
tion are shown in Fig. 7. Figs. 7(a) and (b) show a 3D 
HC-PN with eight network nodes and an eight-node 
conventional ring network, respectively. In the evalu-
ation, traffic input to the network was assumed to be 
uniform.

The total bidirectional bandwidth input to the net-
work is expressed as

Bt = ba × Nn × 0.5,� (1)
where ba and Nn are the bandwidth input from each 
network node (which we refer to as the tributary-side 
bandwidth) and the total number of nodes in the net-
work, respectively. The coefficient was set to 0.5 
because the traffic was uniform over the network. The 
total bidirectional bandwidth required for the physi-
cal links for node-to-node interconnection is usually 
larger than Bt in (1) because most bidirectional paths 
between arbitrary network nodes are multihop paths. 
In other words, bidirectional paths usually pass over 
several links to reach their destinations. Taking this 
into consideration, we derived the required average 
bandwidth per physical link as
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Bl = Bt × Nth

Lr × Np
 = Nn × Nth

2 × Lr × Np
ba = bba,� (2)

where Lr and Np are the total number of physical links 
and the total number of bidirectional paths (equal to 
Nn(Nn-1)/2), respectively, and Nth is the total number 
of hops needed to form Np paths in the network. We 
define parameter b in Eq. (2) as the ratio of Bl to ba. 
It expresses the degree of network complexity. If b is 
large, say over 10, the network’s physical línk capac-
ity must be, on average, ten times the add/drop (tribu-
tary-side) capacity of a node, so the network is intri-

cate and expensive.
The calculated relationship between the tributary-

side capacity of a node and the required average link 
capacity for inter-node connection for both the 3D 
HC-PN and 8-node ring network is shown in Fig. 8. 
The horizontal axis shows the tributary-side capacity 
or the capacity input from a node. The vertical axis 
shows the average link capacity for inter-node con-
nection. We calculated Bl for three cases where every 
node-to-node interconnection path was composed of 
one of the following: a single path, a pair of disjoint 
paths, or a triplet of disjoint paths. The required link 
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Fig. 7.   �Network modes for link capacity evaluation. (a) 8-node hypercube 
network and (b) 8-node conventional ring network.
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capacity for a ring network is larger than that for an 
HC-PN because the ring network has a higher total 
hop number. We note that, of the two network models 
in Fig. 7, only the hypercube with three or more 
dimensions offers three disjoint paths for any arbi-
trary node pair and thus robustness against multiple 
failures of the network. This is the basis for the HC-
PN’s superior robustness.

As shown in Fig. 8, in the ring single-path case, the 
required link capacity is comparable to the tributary-
side capacity, i.e., b is nearly equal to 1. However, if 
two paths are needed to secure network robustness, 
then the link capacity is four times that for the tribu-
tary-side in the case of a ring network. On the other 
hand, an HC-PN offers two paths, each with link 
capacity comparable to the tributary-side capacity. 
Moreover, an HC-PN can provide three disjoint paths 
while holding the average link capacity to just three 
times the tributary-side capacity. We therefore con-
clude that the HC-PN offers scalability and robust-
ness.

Another result of the link capacity analysis is 
shown in Fig. 9. The graph shows the calculated rela-
tionship between the number of nodes and the ratio of 
link capacity to tributary-side capacity for both a ring 
network and an HC-PN. The link capacity required 
for the ring network increases with network scale. On 
the other hand, the link capacity required for an HC-
PN is roughly constant versus the number of nodes, 
and most values are smaller than 2 for the single-, 

two-, and three-path cases. These results suggest that 
the hypercube network will not need link transmis-
sion equipment upgrades when it is scaled up.

Our study of the link capacity requirements revealed 
that an HC-PN is superior to a ring network in terms 
of scalability, upgradeability, and robustness against 
multiple network failures.

5.   Other characteristics

In this section, the other characteristics of an HC-
PN are compared with those of a conventional ring 
network. The results are summarized in Table 1. A 
ring network does not need as many links as an HC-
PN to form a network of the same scale, so its cost is 
lower. An HC-PN has a lower maximum hop count 
for path formation than the ring network. This sug-
gests that an HC-PN should have better delay charac-
teristics than the ring network. Only an HC-PN with 
three or more dimensions can form three disjoint 
paths, so an HC-PN is robust against multiple fail-
ures. The maximum network scale in a ring network 
is restricted by the achievable link capacity and 
acceptable hop count, and is usually limited to 10–20 
nodes. On the other hand, the maximum network 
scale of an HC-PN depends on the number of ports 
per node and can easily be extended to a 100-node 
network. An HC-PN is easy to upgrade: all that one 
has to do is to use the free link ports of the nodes to 
connect additional nodes. This does not affect the 
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working paths, whereas it is impossible to upgrade a 
ring network without affecting the working paths. 
Moreover, an HC-PN subsumes other network topol-
ogies such as mesh, ring, and tree, which enables it to 
offer the features of lower-degree topologies. From 
this network comparison, we conclude that an HC-
PN is superior to a ring network in terms of robust-
ness, scalability, and flexibility.

6.   Conclusion

Our novel photonic network architecture based on a 
hierarchical hypercube architecture (hierarchical HC-
PN) and the use of multi-degree ROADMs as net-
work nodes is robust because it offers three or more 
disjoint paths between each arbitrary node pair if the 
network’s number of dimensions is three or more. An 
HC-PN maintains flexibility because the dimensions 
of the inter- and intra-node networks can be indepen-
dently set to match the traffic pattern. A link capacity 
evaluation showed that its link capacity requirement 
is far lower than that of the popular ring-based pho-
tonic network. This feature offers network scalability. 
Our results suggest that this network is one of the best 
approaches for handling large traffic volumes effi-
ciently, so it is suitable for overcrowded MANs.
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Table 1.   Comparison between the conventional ring network and HC-PN.

N-1

N/2

2

- The required link capacity and acceptable hop
count limit the maximum network scale.

- Network upgrading inevitably affects the 
working paths.
- Upgrading to another network topology is difficult.

No. of nodes: N Ring

(N/2) Log2N

Log2N

Log2N

- The maximum network scale depends on the
number of links per node.

- Easily upgradable by connecting nodes through 
free links.
- Subsumes other network topologies.
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No. of links

Max. hop count

Parallel path connectivity
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