
� NTT Technical Review

1.   Introduction

The photonic network can provide high-quality 
delivery of user traffic via optical paths over long 
transmission distances. This is achieved by assigning 
wavelength-based identifiers to the optical paths. In 
this article, we describe three main trends concerning 
new requirements related to photonic nodes.

1.1   High-capacity optical paths
The use of advanced digital signal processing 

enables a spectral efficiency of 2 bit/s/Hz to be 
achieved, enabling long-distance transmission with a 
capacity of 10 Tbit/s (100 Gbit/s × 100 wavelengths) 
[1]. On the other hand, the input-output signals of cli-
ent nodes, which contain user traffic multiplexed at 
edge routers, are expected to still be at the 10-Gbit/s 
level (10-Gbit/s Ethernet (10GbE)) in the mainstream 
in the near future. Therefore, the photonic nodes for 
these signals will need functions not only for optical 
multiplexing/switching of large optical paths, but 
also for electrical multiplexing/switching of medium-
sized electrical paths, where the medium-sized elec-
trical paths are aggregated into a large optical path. In 
other words, we need a multilayer processing func-
tion that can handle both optical and electrical paths 
in one node. The conceptual scheme for the optical-

electrical hybrid node, with reference to the interna-
tional standard for the Optical Transport Network 
(OTN), is shown in Fig. 1. The optical channels 
(wavelengths) conform to a digital frame format 
called an optical-channel transport unit (OTU) con-
taining optical-channel data units (ODUs) [1]. An 
important point is that a client signal is wrapped into 
ODUs transparently, without any overwriting of the 
client overhead. NTT was the first in the world to 
achieve optical and electrical transparent-multiplex-
ing technology for the OTN and has been leading the 
world in international standardization.

In this simple example in Fig. 1, four wavelengths 
are multiplexed in a single fiber. The first wavelength 
(λ1) contains an OTU4, which accommodates 10 × 
10G electrical paths (ODU2), where the ODU2s are 
demultiplexed from a single ODU4 after optical-to-
electrical (O/E) conversion and connected to the 
electrical (ODU) switching fabric (G: denotes Gbit/s). 
In the ODU switching fabric, each ODU’s route is 
provisioned, either to drop into a tributary port*1 or to 
continue into the express port. The express ODU2s 
are then multiplexed into a single OTU4 again, and 
converted (by optical-to-electrical (E/O) conversion) 
into a single optical path of wavelength λ1. The 
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*1	 Tributary port: After demultiplexing, it is the exit port of the equip-
ment (e.g., a dense wavelength division multiplexing (DWDM) 
system) that outputs the signal and is connected to the client equip-
ment (e.g., a router) in the building. It is also the input port for the 
equipment (e.g., DWDM system) in the reverse direction.
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second wavelength (λ2) contains 2 × 40G electrical 
paths (ODU3), and they are connected to the ODU 
switching fabric. The third and fourth wavelengths 
(λ3 and λ4) are connected to the optical switch with-
out O/E/O conversion.

1.2   �IP traffic off-loading by cut-through in pho-
tonic node

The photonic network deployed to date has the 
simple role of connecting Internet protocol (IP) core 
routers. In all core networks, each IP core router has 
a multihop configuration, and the photonic networks 
are segmented sub-networks that are finely divided 
into small domains in a core network. With the target 
of low cost of overall networks, if we analyze the 
contents of core router processing, we begin to under-
stand that it is often the case, in core routers, that 
traffic at the input port is simply forwarded to a fixed 
output port by means of a Layer-3 function. By pro-
viding cut-through technology at relatively low layers 
(optical and electrical paths), these simple functions 
can efficiently decrease the cost and power consump-
tion.

1.3   Multidegree photonic nodes
Unlike ordinary telephone traffic, IP (Internet) traf-

fic has a tendency to be concentrated in large cities 
such as Tokyo and Osaka (and beyond Tokyo, there 
are many instances of connection to international 

circuits). To a certain extent, establishing multiple 
sets of equipment in different locations around a large 
city is known to be an effective decentralization 
method. The problems facing this configuration are 
that, since traffic increases are becoming unpredict-
able as a result of recent Internet characteristics, it is 
difficult to give a precise design target for the path 
capacities to be handled at each node. Therefore, we 
need flexibility in handling paths, e.g., some spare 
bandwidth and a mechanism for sharing it among 
nodes at different locations. If the traffic increases 
and exceeds the spare bandwidth prepared at a par-
ticular node, it will be even more necessary to dis-
perse the traffic to other nodes at different locations 
while minimizing the difference in latency. The exist-
ing reconfigurable optical add/drop multiplexers 
(ROADMs) that support a node degree of 2 may be 
insufficient. A photonic node that supports multide-
gree switching would let us deal flexibly with this 
type of unpredictable demand.

Another need is the ability to deal with disaster 
recovery. If we consider the effect of calamities such 
as earthquakes on the social infrastructure, e.g., on 
Internet commerce, it is not enough to have only two 
routes, i.e., the currently used working route and one 
backup protection route. We need to reserve a third 
route. For this purpose, photonic nodes that support 
multidegree switching are important.

Fig. 1.   Concept behind OTN node.
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2.   Optical layer switching technology

Here, we introduce a function that meets the need 
for optical layer switching that arises from the new 
demand mentioned above and technology that enables 
the function. In photonic nodes, a multilayer configu-
ration, i.e., with both optical and electrical switches, 
means that hybrid operation is needed, and an impor-
tant issue is designing the electrical switch capacity 
because it represents a large proportion of the cost 
and power. One important point is what percent of the 
total transmission capacity of the fiber to allocate to 
electrical switching. In a practical design, we should 
carefully consider the traffic pattern etc., but from a 
functional perspective at least an arbitrary wave-
length of an add/drop optical path should be con-
nected to an arbitrary port of an electrical switch. As 
mentioned earlier, not only are existing ROADMs 
limited to a node degree of 2, but also the relationship 
between the add/drop wavelengths and tributary ports 
is fixed. In other words, when provisioning an optical 
path, after determining the established wavelength, 
operators must physically go to the add/drop equip-
ment and insert the interface board in the port 
assigned to that wavelength. At an optical electrical 
hybrid node, the interface between the add/drop opti-
cal path and electrical switch port is inside the equip-
ment, and operators generally do not touch the intra-
connections once initial construction has been com-
pleted because of the vendor-dependent node con-
figuration (the risk of misconnection might increase 
in different ways as a result of manual setting depend-
ing on the vendors).

The technology that enables connections from a 

remote site, among arbitrary wavelength add/drop 
optical paths and arbitrary tributary ports, is called 
colorless. A similar function that deals with an add/
drop optical path from an arbitrary express direction 
is referred to as directionless. Furthermore, in order 
to achieve directionlessness in the optical layer, there 
is a special methodology that avoids interference in a 
device among optical paths of the same wavelength 
called contentionless. An overview of the colorless-
directionless demonstration conducted at NTT is 
shown in Fig. 2 [2]. A bidirectional ring network was 
used in the demonstration. As the initial operating 
state, optical path λ1 was established between node A 
and node B along the shorter route, and a different 
optical path was established between nodes B and A 
along the longer route with the same wavelength as 
λ1 (pattern 1). Although both optical paths had the 
same wavelength, the first path was protected from 
interference by the second path. In the optical spectra 
at the bottom of the figure, the wavelength in each 
route is active. In the next phase of the demonstration 
(pattern 2), the optical path between nodes A and B in 
the shorter route became unnecessary: instead, it was 
assumed that a demand for connection from node B 
to node C arose. Since λ1 was already active in this 
B-to-C route, wavelength λ1 could not be used. A dif-
ferent wavelength had to be used (λ2). Through the 
colorless directionless optical switch used in this 
demonstration, we showed remote resetting of the 
wavelength to meet new demands without physical 
replacement of the interface board. In pattern 2, two 
wavelengths were active in one route. A more detailed 
example of a colorless node configuration is shown in 
Fig. 3. The wavelength selective switch (WSS) shown 

Fig. 2.   Demonstration of colorless and directionless node.
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in the figure is a device that enables switching of an 
arbitrary combination of WDM input signals to any 
combination of WDM output signals. To date, the 1 × 
9 type WSS module has typically been used. To 
achieve the colorless function (Fig. 3(a)) by using the 
combination 1 × 9 WSS modules, the upper WSS 
establishes an optical path connection from an 
express-port to another express-port or from an 
express-port to an add/drop port connection. The 
lower WSS is for a path connection from an add/drop 
port to a tributary port. In this configuration, the num-
ber of modules is increased and each module incurs 
optical loss. Therefore, an optical amplifier is needed 
to compensate for the loss. A multiport (1 × N) WSS 
is currently under development; its configuration is 
shown in Fig. 3(b). This simple configuration will 
have fewer modules and a lower cost. We are verify-
ing the principle of a 1 × 43 WSS and conducting 
verification experiments on the colorless function.

3.   Electrical layer switching technology 

Attention to electrical switch technology in the 
OTN is currently focused on Layer-1 technology and 
also packet-oriented Layer-2 (sometimes referred to 
as Layer-1.5) technologies using, for example, multi-
protocol label switching transport profile (MPLS-
TP)*2 or provider backbone bridge traffic engineering 
(PBB-TE)*3. There is high affinity between OTN and 
the synchronous digital hierarchy (SDH)*4 in terms of 

Layer 1 and also between MPLS-TP (PBB-TE) and 
asynchronous transfer mode (ATM)*5 in terms of 
Layer 2 (or 1.5), where carriers have the benefit of 
familiar network operation in practical use. Here, we 
introduce electrical-layer (Layer-1) switching and the 
hitless protection switching technique, which is 
important to NTT’s networks.

The OTN frame is constructed with reference to the 
digital-frame format stipulated in ITU-T Recommen-
dation G.709 (ITU-T: International Telecommunica-
tion Union, Telecommunication Standardization 
Sector). This digital frame is a widely used format 
and is already becoming established in worldwide de 
jure and de facto standards. NTT previously devel-
oped an OTN framer LSI (large-scale integrated cir-
cuit) that could handle 40 Gbit/s [3], and the LSI took 
a large share of the world market after its commer-
cialization. For the OTN, a multiplexing hierarchy is 
defined, and the ODU, which is a path in an OTN, is 
multiplexed/demultiplexed in fixed byte units. There-
fore, an ODU switch should be of the circuit-switch-
ing type such as SDH. On the other hand, unlike 
SDH, the clock domain is sometimes not synchro-
nized in frequency, and a device configuration that 
uses a frame buffer memory (first-in, first-out (FIFO)) 
is frequently used. This was triggered by the recent 

*3	 PBB-TE: A scheme for configuring a point-to-point relay path in 
a PBB network as stipulated in IEEE802.1ah.

*4	 SDH: Standardized by ITU-T for multiplexing. During multi-
plexing from a lower-order tributary to a higher-order signal, 
byte-interleaving based on precise integer multiplication of the 
clock rate is used.

*5	 ATM: A multiplexing scheme based on a 53-byte cell; the time-
slot is not predetermined and a connection is established prior to 
the communication.

Fig. 3.   Example of optical part in optical node.
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*2	 MPLS-TP: Part of the functionality of MPLS. It is characterized 
as optimization according to the quality level requirements by 
telecommunications carriers such as manageable connections. 
New features are added according to the detailed operations, ad-
ministration, and maintenance (OAM) requirements.



� NTT Technical Review

Feature Articles

proliferation of personal computers leading to the 
availability of low-cost compact memory. Accord-
ingly, there are two proposed ways to configure the 
ODU switch: the first is a circuit switching fabric 
whose capacity is extended from the ordinary one, 
and the second uses a packet switching fabric to 
achieve the ODU circuit switching function. In the 
latter case, the purpose of using the packet switching 
fabric is to take advantage of the lower cost of ICs 
achieved by the large production volumes shared with 
local area network (LAN) application. No conclusion 
had been reached yet on which way is better. 

Fault restoration and rerouting can be handled in 
the OTN layer, and at NTT Innovation Laboratories, 
we are investigating hitless protection switching tech-
nology, which is important to NTT’s networks. An 
overview of the hitless protection switching scheme 
is shown in Fig. 4. Basically, the same types of tech-
nologies as used in SDH can be applied to it. Namely, 

a multiframe is constructed by gathering digital ODU 
frames. This scheme achieves switching without any 
bit loss by detecting the difference in latency between 
the working and protection routes from the headers of 
these multiframes and by absorbing the latency dif-
ference in the buffer memory. In the ordinary hitless 
protection scheme, the protection route is predeter-
mined, and switching should be based on 1+1 protec-
tion. On the other hand, we are extending the hitless 
protection scheme from the ordinary version to one in 
which an arbitrary non-predetermined protection 
route is possible (and the latency is not known in 
advance), which would be suitable for multidegree 
nodes because it provides multiple candidates for the 
protection route. By shifting the working clock fre-
quency in a very slight range (sub-parts-per-million 
(ppm) order) while maintaining compliance to the 
standard ±20 ppm for the frequency shift, this scheme 
changes the phase (latency) of the current data. The 

Fig. 4.   Verification of hitless protection switching operation in OTN layer.
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configuration of a demonstration of this technology is 
shown in Fig. 4 together with the relationship between 
the working path data phase and the protection path 
data phase before and after latency adjustment. Here, 
the blue blocks represent the new scheme and the 
brown blocks represent the existing scheme to which 
the OTN frame is applied. After latency adjustment, 
the data phases are synchronized, and in the experi-
ment, we verified that there was no bit loss during the 
switching.

4.   Summary

As a new direction in photonic nodes, this article 
described new technological trends in optical-electri-
cal hybrid nodes that are the focus of research and 
development trends in our group in NTT Network 
Innovation Laboratories. Besides the technologies 
described here, we are also conducting research on 
efficient resource (bandwidth) usage based on control 

over multiple layers and on a transmission node that 
enables bitrate and bandwidth flexibility. Our activi-
ties are continuing to put into practice long-term 
research and development to achieve an economical 
flexible network configuration in the future.

References

[1]	 Y. Miyamoto, A. Sano, E. Yoshida, and T. Sakano, “Ultrahigh-capac-
ity Digital Coherent Optical Transmission Technology,” NTT Techni-
cal Review, Vol. 9, No. 8, 2011. 
https://www.ntt-review.jp/archive/ntttechnical.php?contents=ntr2011
08fa2.html 

[2]	 ITU-T Recommendation G.709.
http://www.itu.int/rec/T-REC-G.709/en 

[3]	 T. Inui, A. Sahara, and T. Takahashi, “Recent Development and Future 
Prospects of Optical Metro Networks and their Technologies,” Proc. 
of SPIE 2010, San Francisco, CA, USA, Jan. 2010.

[4]	 M. Tomizawa and Y. Miyamoto, “40G-OTN FEC Framer LSI 
Enabling Coding for Advanced Modulation Formats and 4 × 10GbE 
Transparent Multiplexing,” IEEE/LEOS Summer Topical Meetings 
2007, Portland, USA, July 2007.

https://www.ntt-review.jp/archive/ntttechnical.php?contents=ntr201108fa2.html


� NTT Technical Review

Feature Articles

Masahito Tomizawa 
Senior Research Engineer, Group Leader, Pho-

tonic Transport Network Laboratory, NTT Net-
work Innovation Laboratories.

He received the B.E. degree in applied physics, 
M.Sc. degree in physics, and Dr.Eng. degree in 
applied physics from Waseda University, Tokyo, 
in 1990, 1992, and 2000, respectively. In 1992, 
he joined NTT Transmission Systems Laborato-
ries, where he engaged in R&D of a high-speed 
optical ring architecture, forward error correcting 
codes in fiber optic systems, and automatic dis-
persion equalization. He then joined NTT Net-
work Service Systems Laboratories, where he 
devoted himself to the installation of 10-Gbit/s 
ring systems in NTT’s whole network. Since 
1999, he has been with NTT Network Innovation 
Laboratories, where his main job has been inter-
national standardization of fiber optic systems in 
ITU-T. He has also been engaged in R&D of 40-
Gbit/s systems, polarization mode dispersion. He 
is currently leading the development of a digital 
signal processor for 100G coherent systems. 
From 2003 to 2004, he was a visiting scientist at 
Massachusetts Institute of Technology (MIT). He 
received the Young Engineer’s Award from the 
Institute of Electronics, Information and Com-
munication Engineers (IEICE) in 1998, the Out-
standing Paper Award from IEICE in 2003, the 
Young Scientist’s Award from the Ministry of 
Education, Culture, Sports, and Science (MEXT) 
of Japan in 2006, Sakurai-Kenjiro Memorial 
Award from Optoelectronics Industry and Tech-
nology Development Association (OITDA) in 
2007, the Achievement Award from IEICE in 
2009, and the Maejima Memorial Award from 
Teishin Association in 2010. He is a member of 
IEEE and IEICE.

Tomoyoshi Kataoka
Senior Research Engineer, Photonic Transport 

Network Laboratory, NTT Network Innovation 
Laboratories.

He received the B.S. and M.S. degrees in sci-
ence from Tohoku University, Miyagi, in 1987 
and 1989, respectively. In 1989, he joined NTT 
Transmission Systems Laboratories (now NTT 
Network Innovation Laboratories), where he has 
been engaged in R&D of high-speed optical 
communication systems, including a 40G 
DWDM system.

Mitsunori Fukutoku 
Senior Research Engineer, Supervisor, Pho-

tonic Transport Network Laboratory, NTT Net-
work Innovation Laboratories.

He received the B.S. and M.S. degrees from 
Tokushima University in 1989 and 1991, respec-
tively. In 1991, he joined NTT Transmission 
Systems Laboratories, where he engaged in R&D 
of optical WDM systems. In 2000, he moved to 
NTT Communications, where he engaged in 
WDM network planning. He jointed NTT Net-
work Innovation Laboratories.

Shigeki Aisawa
Senior Research Engineer, Photonic Transport 

Network Laboratory, NTT Network Innovation 
Laboratories.

He received the B.E., M.E., and Ph.D. degrees 
from Kanazawa University, Ishikawa, in 1987, 
1989, and 1998, respectively. In 1989, he joined 
NTT Transmission Systems Laboratories, where 
he has been engaged in research on neural net-
work applications for fiber sensors and optical 
demultiplexers, and WDM transmission systems. 
He received the Best Paper Award from the Tech-
nical Program Committee, Second Optoelectron-
ics and Communications Conference, in 1997. 
He is a member of IEICE.


