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1.   Introduction

Video compression technologies have made possi-
ble various exciting new services since their interna-
tional standardization started. While the main target 
has been high compression efficiency, a lot of atten-
tion has recently been paid to three-dimensional (3D) 
video. International standardization of 3D video has 
started and it is expected to lead to novel video ser-
vices. This article introduces the trends of 3D video 
format and compression standardization, which have 
been studied in the Motion Picture Experts Group 
(MPEG), and mentions the background, applications, 
and features of the H.264 Annex H (MVC) standard, 
which has been adopted in the fixed-media Blu-ray 
3D format (MVC: Multiview Video Coding).

2.   3D video and multiview video

We live in a 3D space. Therefore, if we could trans-
mit the 3D space itself, that would be a straightfor-
ward way to communicate correctly what one sees as 
the scenery and appearance of objects to other people. 
However, it is currently impossible to capture the 3D 
space itself. Instead, a two-dimensional (2D) image 
projected from the 3D space is captured by a camera 
and transmitted. Using several camera images cap-
tured by multiple cameras enables a large amount of 
detailed spatial information to be communicated. A 

collection of multiple videos capturing the same 
scene from different viewpoints is called multiview 
video. 3D video is a more general medium for repre-
senting 3D space and it may include 3D geometry 
information of the scene as well as multiview video. 
By transmitting 3D video, we can communicate a 
more realistic impression of the scenery and appear-
ance of objects than conventional TV can.

 
3.   3D video and H.264 standardization

3D video representation and compression formats 
have been standardized to achieve 3D video services. 
3D video standardization activities started about ten 
years ago. This was the time when TV services began 
to change from analog broadcasting to digital broad-
casting, and also it was when personal video delivery 
services such as video on demand started. Against 
this background, high-compression-efficiency video 
coding H.264/MPEG-4 AVC (advanced video cod-
ing) standardization by the joint team of ITU-T and 
ISO/IEC JTC1 was started in 2001 (ITU-T: Interna-
tional Telecommunication Union, Telecommunica-
tion Standardization Sector, ISO: International Orga-
nization for Standardization, IEC: International 
Electrotechnical Commission, JTC1: Joint Technical 
Committee 1). On the other hand, expansion of ser-
vices using new video formats was expected at the 
same time (Fig. 1). Since it was predicted that high-
definition television (HDTV) displays would be 
popularized within a few years, such new video for-
mats needed to handle different representations from 
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ordinary TV and Internet video delivery services. 
Moreover, a new video format that would treat 3D 
space was expected. The standardization of video 
representation and compression formats for 3D space 
was started in 2001 by MPEG, which is a Working 
Group under ISO/IEC JTC1. The MPEG 3D space 
activity is called 3D video standardization. 

In 3D video standardization, first, video representa-
tion formats were classified according to the arrange-
ment of cameras constructing the 3D video. If the 
relative differences in positions and directions among 
cameras are simple, camera arrangements are classi-
fied into three types: parallel, convergent, and diver-
gent arrangements (Fig. 2). Applications of 3D video 
are also classified according to the camera arrange-
ment.

The parallel arrangement provides enhanced depth 

impression, as typified by the current boom in 3D 
movies. The convergent arrangement is suitable for 
free viewing around a tangible or intangible cultural 
asset. The divergent arrangement is suitable for free 
viewing of city scenery from the street, as typified by 
the current boom in web maps and navigation ser-
vices.

At about the same time, the depth camera, which 
captures depth (distance) information in 2D arrays, 
appeared. A depth camera can be used alongside a 
normal video camera to simultaneously acquire depth 
and video (color) information (Fig. 3). Alternatively, 
depth information can be estimated by computer 
vision technologies from multiple cameras images. 
And from the depth and video (color) information, a 
virtual camera image representing the image that 
would have been taken by a camera having a slightly 
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Fig. 1.   Expansion of services resulting from video coding standards.
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Fig. 2.   Camera arrangements and applications.
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different position or angle from the original cameras, 
can be synthesized by computer graphics (CG) tech-
nologies. MPEG also discussed a 3D video data for-
mat supporting image synthesis from depth informa-
tion. For instance, depth information can be treated as 
a gray-scale image because it is obtained in a 2D 
array. The assumed application was 3D TV. 

Because applications were classified according to 
camera arrangement and camera type, experiments 
exploring the efficiency of data formats were con-
ducted in case studies with end users for 3D video 
standardization discussions. From the deep discus-
sion based on the evaluation results, it was concluded 
that the fundamental data format for 3D video was 
multiview video, geometry information about the 
videos, and depth information according to the condi-
tions. Standardization of Multiview Video Coding 
(MVC) as a compression format of multiview video 
started in 2005. 

When MVC standardization was about to start, the 
standardization of the state-of-the-art high-efficiency 
video compression format H.264 had just finished 
and MVC was expected to be standardized over 
H.264. Sure enough, MVC standardization started as 
an extension of H.264 and it was finished in 2009 and 
specified as H.264 Annex H. In H.264, the opera-
tional guidelines are specified as profiles, and MVC 
specifies two profiles. The main characteristics of 
MVC profiles are given in Table 1. Historically, the 

Multiview High Profile was specified first and the 
Stereo High Profile was specified a couple of years 
later.

4.   Characteristics of MVC standard

Here, the main characteristics of the MVC standard 
are introduced. The main video format is multiview 
video, and several functional extensions were 
required to support the assumed 3D video applica-
tions. The main features discussed in MVC standard-
ization are listed in Table 2. In MVC, virtual camera 
image synthesis is considered as the final process 
before display. The series of processes from capture 
to display assumed in MVC is depicted in Fig. 4. On 
the subject of video streaming, the case of a feedback 
streaming channel from a user was also discussed. 
When no feedback streaming channel is available, it 
is necessary to transmit all video streams; however, 
when it is available, it is possible to transmit only the 
requested part of the compressed stream. According-
ly, at the acquisition and encoding side, all informa-
tion should be compressed and then at the display 
side, a user will see part of the total. The idea of trans-
mitting only part of the stream is an extension of 
conventional scalable video coding. In scalable video 
coding, the stream is composed of multiple layers: 
the fundamental layer called the base layer should 
always be transmitted and other layers are optionally 
transmitted in addition to the base layer. On the other 
hand, in MVC, because an arbitrary part of stream 
should be extractable and transmittable, a base layer 
is not defined as a specific layer. Instead, the novel 
unit of a view is introduced. The function of extract-
ing an arbitrary part of the stream is called view scal-
ability in MVC. Note that the use of view was 

Video (color) Depth

Fig. 3.   Video (color) and depth information.
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Table 1.   Characteristics of MVC profiles.
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intended to distinguish camera images, but in the 
MVC standard, it is not limited to camera images. For 
instance, a view can be assigned to a region of an 
image and it can be used to extract part of a huge 
image. MVC supports many data formats besides 
multiview video as a result of the introduction of this 
versatile view concept. 

In MVC, multiple views are synchronized and 

compressed together. Images with the same time-
stamp for views are compressed sequentially accord-
ing to the predetermined ordering of views. At the 
decoding side, the decoder just decodes part of the 
stream and obtains the images with the same time-
stamp as the target views (Figs. 5 and 6). Thus, syn-
chronization is achieved at the codec level and extrac-
tion of the target view stream is easily achieved. And 

Simultaneous output of multiple views

Predictive coding between views

Support for view scalability and extraction of 
arbitrary view

Inexpensive implementation of extension from video
codec 

Application to 3D displays

High compression efficiency

Support for various types of 3D display and improved 
transmission efficiency

Low cost because only predictive coding is used between 
views

Table 2. Main features of MVC standard.
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Fig. 4.   Flow of processes assumed in the MVC standard.
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to improve compression efficiency, predictive coding 
between views can be applied when images having 
the same timestamp are compressed. This feature is 
efficient for compressing 3D video and achieves a 
significant reduction in the data rate because the 
similarity among views is high in 3D video. 

Moreover, one feature for implementation is that 
the compression process is not very different from 
that in a conventional video compression codec. 
Since the only difference is predictive coding between 
views, an MVC decoder can easily be constructed 
from a conventional video decoder when images of 
views are decoded sequentially.

5.   Standardization of related technologies

Several related technologies have been standard-
ized. For the delivery of video contents, the system 
layer standard MPEG-2 TS (transport stream) has 
been extended to support MVC. This extension has 
led to not only the transmission of 3D video but also 
the adoption of MVC as the fixed-media standard 
Blu-ray 3D format.

For 3D video viewing without the need for special 
glasses, the delivery of supplementary information 
about the view synthesis process should be consid-
ered because the positions and directions of displayed 
views are usually dependent on the capabilities of the 
display system. Two types of supplementary informa-
tion have been standardized. One is the camera 
parameter of views. This is a description of the cam-
era’s position and direction. The camera parameter is 
necessary in order to assume the position of signals of 

views in the 3D space, which are exploited to synthe-
size a virtual camera image by the CG method of 3D 
warping. The camera parameter description is speci-
fied in the MVC standard as supplementary informa-
tion about the compressed stream. The other supple-
mentary information is the relationship between 3D 
scene depth and disparity. This relationship is applied 
when the depth information that is compressed in the 
stream is converted into disparity information for 3D 
display. The supplementary information about this 
relationship has been standardized as MPEG-C part 
3, which is independent of compression standards.

For stereoscopic video, the conventional compres-
sion format is currently used in TV broadcasting 
instead of the brand-new compression format MVC. 
In order to transmit two views, stereoscopic video is 
transformed into a single side-by-side (SBS) format-
ted video, and mapping information about the SBS 
transformation is necessary for the display side to 
perform the inverse transformation. This mapping 
information has been standardized for H.264, and it is 
under consideration for MPEG-2 Video.

6.   3D video applications

Let us return to the topic of 3D video applications. 
First, for the parallel camera arrangement, 3D TV is 
assumed. Stereoscopic video is becoming popular as 
a result of the recent boom in 3D movies, and the 
MVC standard has been adopted as the Blu-ray 3D 
format to deliver high-quality stereoscopic video to 
homes. In the Blu-ray 3D format, the view scalability 
feature of MVC is exploited efficiently. For 3D 
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Fig. 6.   Example of MVC decoder component blocks.
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display, both views are extracted and displayed; for 
ordinary display, either one view or the other is 
extracted and displayed. 

On the other hand, the convergent and divergent 
camera arrangements are expected to lead to more 
exciting services in the near future. For instance, the 
convergent arrangement may be used for free view-
point video covering the whole of a sports stadium, 
and the divergent arrangement may be used for pan-
oramic video that gives us a strong feeling of actually 
being at the site of an event. My coworkers and I have 
studied video processing technologies for a panoram-
ic video service.

7.   Conclusions and future activities

This article introduced the trends of 3D video stan-
dardization and the novel video services that may 
result from it. In particular, features and applications 
of H.264 Annex H (MVC), which has been adopted 
in the fixed-media Blu-ray 3D format, were 
explained. 

In MPEG, a new activity concerning the next stan-
dard after MVC is now under way. To support glass-
es-free 3D video more efficiently, a new representa-
tion and compression format of video and depth are 

being studied. This activity is called FTV (free view-
point TV) in MPEG. An efficient standard should be 
specified in the very near future, in time for the cur-
rent 3D movie boom. 

On the other hand, video compression standardiza-
tion of High Efficiency Video Coding (HEVC), which 
should be the successor to H.264, is also under way. 
Like the relation between 3D video and H.264, 
another 3D video standardization linked to HEVC 
can be expected in the future.
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