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1.   Introduction

Formal methods [�] are methods aiming at verify-
ing the correctness of information systems in a logi-
cally rigorous manner. Such correctness is usually 
confirmed by putting test data into the system and 
checking the result. However, it is generally impos-
sible to input all available data, so untested data could 
cause errors. In systems that require very high reli-
ability such as mission-critical systems or security 
systems, such a possibility cannot be overlooked. 
Formal methods have been proposed as a way to 
solve this problem. By formally describing the sys-
tem’s correctness and by formally proving it, we can 
achieve a highly reliable system.

My colleagues and I are conducting research on 
privacy verification by using a formal method [2]. 
One of the characteristics of our method is the 
approach that we use for the formal formulation of 
privacy properties. Privacy is a somewhat ambiguous 
notion, and there are two key points in our approach 
regarding its formalization: (�) the use of epistemic 
logic and (2) the formulation of privacy as the hiding 

of information about what action a certain person 
performed or what states a certain person is in. The 
first point is important because security problems, 
including privacy, are problems concerning how 
much information can be known by an adversary of 
the system. Thus, we chose a formal framework 
appropriate for formalizing knowledge. The second 
point arose from comparison with anonymity, which 
is explained later. 

In this article, I describe the use of a formalization 
method for anonymity and privacy in a legal context. 
Specifically, I compare formally and legally defined 
concepts of privacy. I do not intend to perform a thor-
ough comparison. On the basis of a comparison with 
the after the banquet case [3], whose decision is 
widely used as a precedent, I point out a difference 
between the two concepts in terms of identifiability 
and investigate its legal meaning.

Identifiability is one of the requirements of a tort of 
privacy invasion, which would appear quite natural in 
a daily sense. Describing the problem in a logical 
formulation is expected to be useful for examining 
the meaning of such a seemingly natural requirement 
and for obtaining a beneficial legal consequence.

Not only should we devise the way of formulating 
using the logical formulation; we must devise 
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examples to clarify the difference between two con-
cepts. For this purpose we use ambient intelligence as 
a technical context. Ambient intelligence is an ability 
that actively reacts to activities of people in a ubiqui-
tous network environment by using electronic tags 
and sensors.

This article is organized as follows. Sections 2 and 
3 explain privacy as formal and legal concepts, 
respectively. Section 4 compares the two concepts 
and points out a difference between them with respect 
to identifiability. Its meaning is investigated in sec-
tion 5.

2.   Privacy as a formal concept

There are several methods for formally formulating 
and verifying privacy. Here, I introduce our approach 
[2], which is based on anonymity research by Halpern 
et al. [4]. One of the characteristics of their research 
is that they utilize mathematical logic called epis-
temic logic. The expressions of epistemic logic are 
not only rigorous but also relevant to intuition, so 
epistemic logic is appropriate for legal issues.

In mathematical logic, the basic elements are 
expressed by symbols, and logical statements are 
expressed as formulae. We use the symbol ∧ to 
express and, ∨ for or, ⇒ for implies, and ¬ for not. 
The logical statement “If A or B holds, then C holds 
and D does not hold.” is expressed by the following 
mathematical logic formula: (A∨B) ⇒ (C∧¬D).

The original purpose of mathematical logic was to 
express the truth of logical statements, but there are 
some extensions for making it easy to express human 
epistemic activities such as “i knows that ….”, “j 
thinks it is possible that .…”, etc. Such an extension 
is called epistemic logic. In epistemic logic, Ki is an 
operator expressing i’s knowledge (K is the initial 
letter of know). For instance, if Beautiful(rose) is a 
formula expressing “A rose is beautiful.”, then 
Ki(Beautiful(rose)) means that “i knows that a rose is 
beautiful.” By combining the knowledge operator 
with negation ¬, we can express possibility. For 
instance, if Delicious(grasshopper) expresses “a 
grasshopper is delicious”, then ¬Ki¬(Delicious(gras
shopper)) means that “i does not know that a grass-
hopper is not delicious”, in other words, “i thinks that 
it is possible that a grasshopper is delicious.” Thus, 
using the initial letter of possibility, ¬Ki¬ is abbrevi-
ated to Pi.

Halpern et al. proposed a general method for for-
mulating anonymity properties of information sys-
tems by using epistemic logic [4]. For example, they 

call an anonymity property defined by the following 
epistemic formula anonymity up to IA. 

q (i, a) ⇒ ∧Pj[q (i', a)]

Here, q (i, a) is an abstract expression indicating 
that i has performed action a (or that i is in state a). 
In other words, q expresses a linkage between people 
and actions (states). We regard anonymity properties 
as how well the information about who performed a 
certain action is hidden. This makes the method gen-
eral, in the sense that it is independent of specific 
applications. Moreover, IA is a subset of participants 
called the anonymity set, and j is an observer of the 
system. Thus, the meaning of the whole formula is “if 
i has performed a, then j thinks that a could have 
been performed by anybody in IA.” The demand for 
anonymity can vary from system to system, so some 
systems can require more complicated forms of ano-
nymity. Even in such a case, the expressiveness of 
epistemic logic enables a flexible description of the 
required anonymity. By describing such an anonym-
ity formula and choosing an appropriate interpreta-
tion of q and IA, we can define the specific anonymity 
required for a specific system.

On the basis of the above research, we proposed a 
method for formulating and verifying privacy proper-
ties formally [2]. In this method, we consider privacy 
properties that can be expressed as a relation between 
people and their actions. In other words, we regard 
privacy properties as how well the information about 
what action a certain person performed is hidden. 
Then, privacy can be formalized in a similar way to 
the formalization of anonymity. That is, we can define 
various privacy properties in terms of knowledge 
about q (i, a), and as with anonymity, an epistemic-
logic-based approach provides a good way of speci-
fying them.

For example, we define a property called privacy up 
to AI, whereby, from j’s point of view, i could have 
performed any action AI: 

q (i, a) ⇒  ∧   Pj[q (i, a'
 
)]

Note that the above formulae for privacy and ano-
nymity are symmetric*�. However, in general, there 
are no logical dependencies such as one holds if the 
other holds, or one holds if the other does not hold. 
They are logically independent of each other.

a'∈AIa'∈AI

*� This symmetry can be thought of as a kind of duality.
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3.   Privacy as a legal concept

In this section I introduce privacy as a legal concept 
in Japan. Here, I concentrate on the right of privacy in 
private law. There are other related legal concepts,  
e.g., the right to control personal information in pub-
lic law or the Personal Information Protection Law, 
but they are beyond the scope of this article.

When we consider the right of privacy in private 
law, the most important decision is that of the after 
the banquet case. This decision recognized the legal 
guarantee and/or right that private life not be dis-
closed without reason so that personalities are mutu-
ally respected and private individuals are protected 
against unjustifiable interference. In its decision, the 
court presented the following three tort requirements 
of privacy right violation for the disclosed matter: (�) 
it is true, or can be taken to be true in intimate life, (2) 
it is offensive to a reasonable person from his or her 
viewpoint, and (3) it is not of concern to public.

For (�), there is an additional requirement, which is 
not explicitly stated in the above three requirements: 
the said person must be identifiable by the disclosed 
matter. This is essential, e.g., in the case of invasion 
of privacy by a novel based on real people and inci-
dents.

In the following, I use the above requirements as 
the definition of privacy as a legal concept and call it 
legal privacy. That is, legal privacy is protected, or 
satisfied, when any of the above three conditions does 
not hold. In the following, I investigate the difference 
between legal and formal privacy.

First, a trivial difference is that legal privacy has the 
explicit conditions “offensive” and “not of concern to 
the public”, while formal privacy does not, or at least 
such conditions are implicit. We regard this differ-
ence as trivial since it originates from the basic idea 
of formal privacy formulation, where we concentrate 
on privacy properties that can be expressed as a link-
age between persons and actions. However, a specific 
privacy definition suitable for a specific case can be 
obtained by fixing the interpretations of IA, AI, and q 
of formal privacy. The conditions of legal privacy 
should be reflected in the interpretation. On the other 
hand, for legal privacy, whether or not the matter is 
offensive and whether or not it is of concern to the 
public are judged according to the individual situa-
tion. There seems to be rather a natural correspon-
dence between them.

As mentioned at the beginning of this article, it is 
not my objective to thoroughly compare formal and 
legal privacy. In the following, I concentrate on the 

difference as regards identifiability: the identifiability 
of the said person is a requirement in the definition of 
legal privacy, while there is no corresponding condi-
tion in the definition of formal privacy. Unlike in the 
trivial difference mentioned above, there is a reason 
for the lack of this condition in formal privacy. The 
negation of identifiability is valid as a necessary con-
dition for anonymity. Actually, both properties con-
cern hiding information about who performed a cer-
tain action. However, formal privacy hides the infor-
mation about what action a certain person performed. 
They are generally independent, and there must be no 
relation between them such as one being a necessary 
condition for the other.

From a legal standpoint, the most plausible inter-
pretation of this difference is that the definition of 
formal privacy is insufficient. However, this article 
poses the following question in order to examine the 
legal meaning of the difference: Is there any social 
situation or technical context where formal privacy is 
more suitable than legal privacy? This question can 
be generalized to whether or not identifiability is nec-
essary. In the following, I call this the identifiability 
problem.

4.   Identifiability problem

In this section, I investigate the problem posed in 
the previous section by using ambient intelligence [5] 
as the technical context.

4.1   Ambient intelligence
The ambient in ambient intelligence means the 

environment of a ubiquitous society, where electronic 
tags, biometric sensors, and networks connecting 
them are widespread. The intelligence is of course 
analogous to artificial intelligence and means the 
ability to actively react to human activities by pro-
cessing information gathered by the ambient intelli-
gence using natural language processing, knowledge 
and data processing, and other means [6].

If ambient intelligence is achieved, it will be conve-
nient for users in various ways. On the other hand, 
some potential problems have been pointed out. One 
of the biggest criticisms is the potential loss of pri-
vacy. For example, let us consider the following case. 
Person A uses an ambient intelligence system at 
home. The system takes care of his family’s health by 
using biometric technology and a healthcare service 
site on the Internet. One day, B visits A, and the ambi-
ent intelligence system measures B’s biometric infor-
mation and sends it outside the system. B could 
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potentially file a lawsuit against A for invasion of 
privacy.

There are two important points in this case. One is 
that the root of the problem lies in the incentive to 
actively circulate the obtained information, which is 
assumed to lead to improved convenience for indi-
viduals and society. This can lead to private informa-
tion being communicated without foresight. This is 
not restricted to ambient intelligence; for instance, 
the privacy issues related to Google Street View can 
be thought of as a consequence of such an incentive. 
The other point is that this is not only a technical 
problem but also a social problem and in particular a 
legal problem.

Such potential problems with ambient intelligence 
have been extensively studied [7]. For instance, the 
aim of PRIAM [8], a research project in INRIA [9], 
is transversal and multidisciplinary research through 
the exchange of ideas between lawyers and experts in 
information and communications technology. One of 
the specific objectives of PRIAM is to develop a 
methodology for privacy policy specifications, and a 
formal method is expected to provide a promising 
approach for handling both technical and social prob-
lems.

4.2   Two cases
To investigate the difference mentioned in section 

3, let us consider the following two cases.
(�) Biometric information

In ambient intelligence, biometric information is 
assumed to be recorded and exchanged in various 
situations. Concerning the handling of such informa-
tion, there have been reports and discussions in rela-
tion to the Personal Information Protection Law. 
Among the arguments, those related to whether or not 
some information corresponds to personal informa-
tion under the Personal Information Protection Law 
are closely connected with our problem. Shimpo [�0] 
pointed out the importance of the existence of refer-
able information for distinguishing individuals. 
Murakami [��] pointed out the importance of the 
owner of such referable information. A similar pre-
cise argument is needed for invasion of privacy.

Here, let us consider an extreme case to make the 
problem clear. Sato stated that a symbolic issue of 
privacy is that the analysis of a complete human 
genome has become possible [�2]. Genome informa-
tion can be regarded as the ultimate personal informa-
tion. Now let us assume that your complete genome 
information is disclosed without reason. However, 
only the genome information itself is disclosed, and 

no information about your identity such as your name 
and address is provided. Is this an invasion of your 
privacy? A key point here is the possibility of identi-
fying someone solely from their complete genome 
information.

Actually, the owner of a given genome is uniquely 
determined with very high probability, except in the 
case of an identical twin. However, it is generally dif-
ficult to determine a genome’s owner by using only 
the genome information since that person could be 
anywhere in the world. So if we conclude that the 
identification of the said person is impossible, the 
disclosure of genome information would not in itself 
be an invasion of privacy.

There are various possible interpretations of this 
problem. For instance, it is possible to think that it is 
not a problem to disclose genome information about 
an unnamed person. However, today’s biotechnology, 
which is enabling personalized medicine and genom-
ic medicine, seems to be leading to a situation in 
which such a pastoral attitude is not allowed. For 
instance, genome medicine could be used to produce 
material that is harmful only to the genome’s owner.
(2) Surveillance of a bank doorway

Let us consider the following situation. A publicly 
accessible surveillance camera is placed in front of a 
bank door. For privacy protection, the camera’s image 
output is pixelated by realtime image processing so 
that people in the images cannot be identified by their 
faces. However, other parts of their bodies remain 
clear, and we can recognize features such as shirt 
color and the extent to which a bag is bulging. More-
over, a thermographic camera and a microwave-based 
motion sensor are also installed near the door and 
they are connected to the ambient intelligence and are 
publicly accessible.

Information about clothing is insufficient to identi-
fy a person, but sufficient to allow us to guess that the 
person coming out now is the same person who went 
in three minutes ago. Many public organizations in 
Japan are setting up infrared thermographic cameras 
in preparation for a pandemic of a new type of influ-
enza. Automatic sliding doors often have a type of 
approach sensor called 2.4-GHz microwave Doppler 
radar. The same type of radar has been used in 
research aimed at remote sensing of the human pulse 
[�3].

Thus, on the basis of the above knowledge, suppose 
that a third party observes that the bag of a man just 
coming out of the bank is bulging more than at the 
time he entered, that his pulse rate is elevated, and 
that his body temperature is lower. This third party 
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could presume that the man has withdrawn a large 
amount of money. Is this an invasion of the man’s 
privacy?

What I want to stress here is the following. We are 
considering situations where the incentive to publish 
and circulate obtained information is dominant, that 
various types of information about a person are pub-
lished since they do not identify that person, and thus 
that such information can easily be accumulated. 
Then, even if identification is impossible, some infor-
mation can still be known, e.g., that a man in a red 
shirt will pass a certain place carrying a lot of money, 
and such knowledge can easily be used for malicious 
purposes. If we suppose, in the first case, that the 
disclosed genome information is known to be that of 
a rich person, the situation is similar to this case.

5.   Self-information condition

It seems likely that a reasonable person would feel 
that the cases described in the previous section are 
invasions of privacy. However, it cannot be so accord-
ing to the precedent that identifiability is required. 
Moreover, the disclosed information does not corre-
spond to personal information under the Personal 
Information Protection Law since it is insufficient to 
distinguish individuals, so the cases do not conflict 
with the law.

The idea of requiring identifiability dates back to 
early legal arguments on the right to privacy. For 
instance, in the four types of invasion of privacy in the 
classic research by Prosser [�4], the second type 
called public disclosure of private facts is closely 
related to the right recognized in the decision in the 
after the banquet case. The protected interest of this 
type is considered to be reputation*2. When the pro-
tected interest is reputation, identifiability is re- 
quired.

Should we devise a new interest or right in order to 
avoid the situations highlighted in the previous sec-
tion? The more widely a person’s right to privacy is 
recognized, the more restricted the rights of others to 
know become. Thus, we should not devise new rights 
thoughtlessly. In fact, I think that it is possible to 
regard the above situations as invasions of the recog-
nized interest that private life not be disclosed with-
out reason.

In many privacy torts, including the after the ban-
quet case, the problem was damage to reputation, that 
is, detriment that accrues from a person being blamed 

behind his or her back. Therefore, identifiability of 
the person to be blamed became a requirement. How-
ever, the cases in the previous section show that, in 
future technical contexts, private lives could be 
invaded for no reason, and serious detriment could be 
caused in a completely different way from blaming. It 
is obviously impossible to reduce this problem to that 
of the right not to be blamed behind one’s back. Actu-
ally, one of the main criticisms of the Prosser’s clas-
sification is that it constitutes such a reductionistic 
attitude to the right of privacy [�5].

So, instead of reducing the problem of privacy to a 
legal guarantee of reputation or of not being criti-
cized, let us return to the decision in the after the 
banquet case, which recognizes the legal guarantee 
and/or right for one’s private life not to be disclosed 
without reason in order that personalities be mutually 
respected and that private individuals be protected 
against unjustifiable interference. If we consider the 
right itself as the interest to be protected, the genome 
information and surveillance information in the cases 
described in the previous section should not be dis-
closed without reason.

Now, recognizing the problem in the previous sec-
tion as a legal one, what solution is possible? In the 
following, I consider how to solve this problem by 
making a minimal modification to the interpretation 
of the decision in the after the banquet case. Specifi-
cally, I consider how to relax the identifiability 
requirement.

First of all, it is nonsense to simply eliminate the 
identifiability requirement. If we did that, we would 
lose any condition that requires the disclosed matter 
to concern the said person, and then disclosure of 
matters related to other people could be an invasion 
of the said person’s privacy. Thus, let us instead con-
sider adding a requirement to avoid such a silly situ-
ation, that is, a requirement that the disclosed matter 
is a true fact about the person. In this article, I call this 
requirement self-information. The difference between 
identifiability and self-information is that the former 
concerns whether or not others can know who the 
person is from the disclosed matter, while the latter 
concerns whether or not the matter is about the person 
regardless of how it is seen by the others.

To fulfill self-information in the case of genome 
information disclosure, it is enough to prove that the 
disclosed genome information is that of the said per-
son by using a DNA (deoxyribonucleic acid) test. 
With surveillance information, let us suppose the 
court recognizes that, even in a public area, there is no 
implicit consent to allow the disclosure of an *2 There are criticisms concerning the idea; I refer to these later.
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unnecessarily detailed image, body temperature read-
ing, or pulse rate of a person. Then it is sufficient to 
prove that, for example, the sensor was operating 
when the person was there. Then we can prove these 
cases to be illegal regardless of identifiability.

However, it is impossible simply to substitute self-
information for identifiability. As is mentioned in the 
first requirement, the disclosed matter is true, or can 
be taken to be true in intimate life. That is, the matter 
does not have to be true, whereas self-information 
must be true.

So such a simple replacement would not be a mini-
mal modification since it would narrow the range of 
privacy protection. Therefore, we propose to interpret 
the disjunctive sentence as actually expressing a dis-
junction of two requirements as follows:

•  “it is true in intimate life” expresses self-infor-
mation and

•  “it can be taken to be true in intimate life” 
expresses identifiability.

In the following, I call the legal privacies with the 
former and latter requirements legal privacy based on 
self-information and legal privacy based on identifi-
ability, respectively.

Interestingly, this relaxation of identifiability is 
closely related to formal privacy. To clarify the rela-
tionship, let us ignore the conditions “offensive” and 
“not of concern to the public” that are abstracted from 
formal privacy. Then legal privacy is something con-
cerning an identifiable and disclosed matter. Let us 
consider an invasion of privacy where a private matter 
“i performed action a” of i is true. If we formally 
interpret identifiability as the negation of anonymity 
up to IA and disclosure as the negation of the conclu-
sion part of privacy up to AI, then legal privacy is 
interpreted as being expressed by the following for-
mula.

q (i, a) ∧



¬ ∧  Pj[q (i', a)]





∧



¬ ∧  Pj[q (i, a' )]



i'∈IAi'∈IA a'∈AIa'∈AI

In this interpretation, formal versions are weaker 
than legal versions. For instance, identifiability 
implies failure of anonymity but the reverse does not 
hold in general. Nevertheless, the above formula is 
too restrictive, or too strong, as a formula expressing 
the invasion of formal privacy*3. So, to weaken the 

above formula, let us omit the second condition  
¬∧i'∈IA Pj[q (i', a)]. The resulting formula 

q (i, a) ∧



¬ ∧  Pj[q (i', a)]



a'∈AIa'∈AI

intuitively means that the matter is self-information q 
(i, a) and is disclosed (¬∧a'∈AI Pj[q (i, a')]), which 
corresponds to legal privacy based on self-informa-
tion. And this formula is also acceptable as a formula 
expressing an invasion of privacy in a formal sense, 
since it is itself the negation of privacy up to AI.

6.   Concluding remarks

I compared formal privacy with legal privacy and 
investigated their difference and its meaning by using 
ambient intelligence as a technical context. This com-
parison yielded a problem with identifiability, and to 
resolve it I introduced the notion of self-information. 
Moreover, I showed that there is a close relationship 
between legal privacy based on self-information and 
formal privacy.

There are various issues related to self-information. 
For instance:

•  What kind of self-information is the target of the 
protection? What is offensive self-information?

•  How good a match is sufficient to judge that a 
certain matter is self-information? It is easy to 
change just the appearance of digital data.

•  How about the case where the matter is not dis-
closed but exploited at someone’s discretion?

These cases are always subjects of privacy whether 
or not they are based on self-information. It is not 
apparent whether a formal method can help solve 
these problems.

A problem specific to self-information is the fol-
lowing. Although a person can prove illegality 
regardless of identifiability, he or she is identified by 
the very fact of proving in court that the matter is self-
information, which could be detrimental. First, a 
person may want to file a lawsuit even if it enables 
him or her to be identified, which should be admitted 
by law. Next, this problem can resolved if the privacy 
court is anonymized.

Moreover, it would be worthwhile applying the 
same perspective to investigations of the Personal 
Information Protection Law.

*3 This is proved by formally showing the existence of a model that 
formally satisfies both the negation of privacy and the negation of 
the above formula expressing legal privacy invasion. The cases in 
the previous section can be regarded as similar models in the 
context of ambient intelligence.
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