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1.   Introduction

1.1    User interface using speech recognition tech-
nology

Speech recognition allows machines to listen to our 
speech and convert it to text; the technology is thus 
roughly equivalent to the human ear. As speech rec-
ognition is a major component of speech and lan-
guage interfaces, and its quality strongly influences 
the usability of the interfaces, the perennial demand 
is for high recognition accuracy. The NTT laborato-
ries have been researching speech recognition tech-
nology for more than 40 years. Around the year 2000, 
speech recognition became practical in ideal environ-
ment owing to the many years of technological inno-
vation and the advances in computer performance [�], 
[2].

The standard architecture of a speech recognition 
system is shown in Fig. 1. The technology is com-
posed of feature extraction, an acoustic model, and a 
recognition dictionary. Existing speech recognition 
systems can recognize our voice only when uttered in 
a quiet environment using standard voice quality and 
common words. Consequently, recognition accuracy 
is significantly degraded in practical use.

1.2   Elements that can cause degradation
(�) Noisy environments

If you speak in a noisy environment such as a busy 
station or other crowded place, recognition accuracy 
will be poor because speech features are distorted by 
noise.
(2) Weak speakers

Even if the acoustic model is trained using the 
speech from a large number of speakers, recognition 
performance is poor if the speaker’s speech features 
differ widely from those used to train the acoustic 
model.
(3) Out-of-vocabulary (OOV) failures

It is impossible to recognize words that are not in 
the dictionary with current speech recognition tech-
nology. This includes newly coined words and infre-
quently used words.

In this article, we introduce recent research advanc-
es that tackle these problems.

2.   Voice activity detection and noise suppression

Ambient noise seriously degrades speech recogni-
tion accuracy. Thus, effective techniques for detect-
ing voice activity and suppressing noise are critical 
for improving speech recognition accuracy in noisy 
environments. Voice activity detection accurately 
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detects periods of human utterances in noise-cor-
rupted speech signals, and noise suppression clearly 
extracts signals of human utterances from the signals 
of the detected periods by suppressing the noise com-
ponents. Typically, these techniques are individually 
developed and added as discrete front-end processes 
of a speech recognition system; the output of one is 
the input of the other in a simple chain. However, 
since these individual processes cannot share impor-
tant information, it is difficult to achieve advanced 
front-end processing. A key problem is the accumula-
tion of errors created by each technique.

To address this problem, we developed an inte-
grated technique for voice activity detection and 
noise suppression called DIVIDE (Dynamic Integra-
tion of Voice Identification and DE-noising). DIVIDE 
reduces the number of processing errors in both pro-
cesses and achieves front-end processing with 
advanced performance. DIVIDE employs statistical 
models of human speech signals and uses the models 
in both voice activity detection and noise suppres-
sion, as shown in Fig. 2. In DIVIDE, the activity 
probability of a human utterance is calculated from 
the statistical models in each short time slice.

When the activity probability exceeds a certain 

threshold, the time slice is tagged as a period of a 
human utterance. The tagging allows the noise com-
ponents to be suppressed. Namely, DIVIDE extracts 
discriminative information that represents the simi-
larity of human speech by utilizing statistical models 
of human speech signals as a priori knowledge in 
front-end processing. With this information, voice 
activity detection and noise suppression are per-
formed simultaneously in DIVIDE.

Speech recognition results in noisy environments 
are shown in Fig. 3. The graph reveals that DIVIDE 
considerably improves speech recognition accuracy.

3.   Automatic adaptation to weak speakers

Acoustic models that map our speech to phonemes* 
are used in automatic speech recognition. The map-
ping between speech and phonemes is acquired from 
manual transcriptions of speech by using machine 
learning methods ((�) in Fig. 4). We preliminarily 
train the acoustic model by using the speech samples 
of many people because each person’s speech is 
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Fig. 1.   Principle of speech recognition and problems.

* A phoneme is the minimum unit of a speech sound and roughly 
equivalent to the sound corresponding to a single letter of a Japa-
nese word written in Roman letters.
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different. Even if the user’s speech has not been 
learned, the acoustic model trained by similar speech 
can map the user’s speech to the correct phoneme. 
Thus, the speech of many users can be accurately 
recognized.

However, even if learning involves many speakers, 
it is impossible to eliminate all blind spots. In actual 
use, there are always some users who are classified as 

weak speakers in that the acoustic model cannot 
accurately recognize their speech. 

To solve this problem, we have developed a method 
of automatic adaptation to weak speakers. This meth-
od allows in-service speech recognition engines to 
identify weak speakers, automatically learn their 
speech, and maintain high recognition accuracy (Fig. 4).

Our speech recognition engine has a function that 

Fig. 2.   Overview of DIVIDE.
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grades the correctness of its own recognition results 
[4]. This confidence score allows the engine to auto-
matically find weak speakers. When the confidence 
score of a particular user is so low as to be an outlier, 
the user is taken to be a weak speaker ((2) in Fig. 4).

For the acoustic model to learn the mapping 
between the speech and phonemes of weak speakers, 
the direct solution is to obtain manual transcripts of 
their speech. However, creating manual transcripts is 
too expensive in terms of cost and time. Thus, our 
method uses the recognition results instead of manual 
transcripts to automatically train the acoustic model 
((3) in Fig. 4). Unlike manual transcripts, the recogni-
tion results include erroneous parts that differ from 
the actual speech content; this makes learning inef-
fective. To address this problem, we turn to confi-
dence scores again. Well-recognized results are 
selected by thresholding the confidence scores and 
then used for learning. We confirmed through experi-
ments that our method improved the recognition 
accuracy of 80% of weak speakers to the same level 

as regular speakers.

4.   Automatic vocabulary adaptation

Speech recognition systems include a recognition 
dictionary, which is a list of words to be recognized. 
All recognition dictionaries are limited in terms of 
coverage because of cost concerns, so OOV word 
failures are unavoidable. The current solution is to 
update the dictionaries manually by adding new 
words such as the names of new products or the titles 
of new books. 

Several methods have been proposed to avoid hav-
ing to manually update dictionaries. These methods 
collect web documents related to user’s utterances, 
extract OOV words from the relevant documents, and 
add the OOV words to the recognition dictionary 
(Fig. 5(a)). However, these methods register all OOV 
words in the relevant documents, even words that are 
not spoken in the target utterances (i.e., redundant 
word entries). Consequently, useful words may be 

Fig. 4.   Overview of automatic adaptation to weak speakers.
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dropped from the dictionary.
To improve recognition accuracy, we have devel-

oped a method that selects only OOV words that will 
actually be spoken in the user’s utterances (Fig. 5(b)). 
Our method yields recognition dictionaries that are 
suitable for each user or service and that can recog-
nize utterances accurately because redundant words 
are eliminated.

We use two types of information to select OOV 
words. First, we use the semantic similarity between 
each OOV word and the user’s utterances (Fig. 6(a)). 
For example, if a user frequently uttered terms rele-

vant to Internet service such as “Internet”, “line”, and 
“provider”, we select OOV words that co-occur with 
these terms such as “FLET’S”. Second, we use 
acoustic similarity, which refers to whether or not the 
pronunciation of OOV words is included in the utter-
ances (Fig. 6(b)). For example, if the user uttered “I 
think I will apply for furettsuhikari”, we would 
assume the word “FLET’S” was probably uttered. To 
detect the parts of utterances where OOV words 
appear, we temporarily register all OOV words in the 
recognition dictionary, and we recognize the 
utterances using a temporary dictionary to obtain 

Fig. 5.   Comparison of conventional method and our method.
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temporary recognition results. Finally, we select 
OOV words that appear in the temporary recognition 
results.

With our method, we were able to reduce the num-
ber of recognition errors caused by redundant words 
by about �0% compared to conventional methods that 
add all OOV words.

5.   Future efforts

We developed the speech recognition engine called 
VoiceRex to demonstrate the technologies developed 
at NTT. We plan to implement the technologies intro-
duced in this article in VoiceRex.

We are working on improving the recognition accu-
racy by enhancing these new technologies to be 
adapted to each user. We also intend to implement our 
recognition technologies as cloud services.
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