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1.   Introduction

Cloud services, which provide storage and process-
ing functions via the Internet, are becoming increas-
ingly popular because of their economic advantages 
in reducing provisioning and operational costs as well 
as the convenience of being able to access them from 
various environments. As the use of smartphones to 
access the Internet has become more widespread, 
cloud services have accordingly provided more 
sophisticated and useful functions and have become 
an important infrastructure supporting our economy 
and society.

The incorporation of cloud services into the infra-
structure means that cyber attackers have an appeal-
ing new target on the Internet. Additionally, cyber 
attacks are also a national-level threat that is expected 
to continue evolving at an accelerated pace. There-
fore, implementing security countermeasures and 
security operations based on advanced research is 
important in order to protect customers’ valuable 
information against evolving cyber threats and to 
provide safe and secure cloud services.

2.   R&D at the NTT Secure Platform  
Laboratories

NTT Secure Platform Laboratories engages in 

research and development (R&D) based on leading-
edge research on cryptography and malware analysis 
to contribute safer and more secure services provided 
by the NTT Group. Our basic R&D plan is to protect 
internal systems, the communication infrastructure, 
and enterprise solutions (Fig. 1). We are moving for-
ward with R&D guided by a three-part vision: (1) 
coping with the most highly evolved attacks, (2) real-
izing safe and worry-free network use, and (3) creat-
ing new business through promoting secure use of 
information. We have targeted four R&D areas (Fig. 2) 
in order to achieve this R&D vision.

2.1   Information security platform
In the area consisting of the information security 

platform, we conduct leading-edge research on cryp-
tography and develop security technologies that can 
protect systems and information from cyber attacks 
and internal fraud and also promote secure use of 
information. Typical technologies in this area include 
intelligent cryptosystems and secure computation. 
Secure computation technology and its evolved form, 
fully homomorphic encryption, are particularly suited 
for statistical processing, database processing, and 
similar types of computation while maintaining the 
secrecy of data stored in the cloud. The implementa-
tion of such techniques can promote not only the use 
of cloud services but also the creation of new business 
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that requires the use of sensitive data such as manage-
ment data and personal information. The activities in 
this area are described in detail in the articles “R&D 
on Secure Computation Technology for Privacy Pro-
tection” [1] and “Fully Homomorphic Encryption 
over the Integers: From Theory to Practice” [2] in 
these Feature Articles. For information on other tech-
nologies we are working on, please see Fuji et al. 
[3].

2.2   Operational support
Our R&D in the area of operational support involves 

supporting security operations of NTT Group compa-
nies and improving the technology for such support. 
Preventing all cyber attacks is difficult because they 
are constantly evolving. NTT-CERT (NTT Computer 
Security Incident Response and Readiness Coordina-
tion Team), the CSIRT*1 organization of the NTT 
Group, supports security operations in both pre-inci-
dent and post-incident measures in order to respond 
rapidly to cyber attacks on various systems such as 
the cloud service system, and to minimize the dam-

age of those attacks. For more information on the 
work of NTT-CERT, refer to Tanemo et al. [4].

2.3   Intelligence and monitoring
The area consisting of intelligence and monitoring 

involves security visualization technologies that 
enable early detection of cyber attacks and provide an 
accurate understanding of the system status. In order 
to achieve early detection of cyber attacks, we 
research and develop technology for security log cor-
relation analysis and malware analysis. We are also 
gathering information on malicious sites that infect 
and distribute malware and are providing such infor-
mation as security intelligence to NTT Group compa-
nies. For more information on this work, please see 
Hariu et al. [5]. Security threats can also arise from 
internal fraud and operation errors, so it is important 

Fig. 1.   Basic plan for security R&D.
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to accurately comprehend the information flow 
within the system in order to maintain security. Visu-
alizing the information flow is especially important 
with cloud services; such visualization makes it pos-
sible to strengthen the security of cloud services and 
to increase the sense of trust that customers have in 
cloud providers. In these Feature Articles, we intro-
duce R&D on “The TRX Traceability Platform,” 
which enables visualization of the information flow 
by collecting and linking various event logs from 
cloud services and other services [6].

2.4   Resilient security
Resilient security is a new area of R&D. A resilient 

function can avert a complete service shutdown and 
restore the service to a normal state, even when the 
service is affected by cyber attacks or natural disas-
ters. To achieve cloud services with this resilient 
function, we are working on autonomous recovery 
technology that enables cooperation and control of 
virtual network technology and virtual appliance 
technology. The concept and component technolo-
gies of resilient security are described in the article 

“Resilient Security Technology for Rapid Recovery 
from Cyber Attacks” [7] in these Feature Articles.

3.   Future study

Security is relevant to a very broad range of areas, 
and some of them are beyond the scope of our labo-
ratories. In the four areas of our R&D described 
above, cooperation with global organizations is 
important. In particular, we cooperate closely with 
NTT I3 (NTT Innovation Institute Inc.), an R&D 
facility in North America, by sharing the latest needs 
in the North American market and advanced techno-
logical knowledge in the cloud and security fields. 
We will proceed with security R&D to achieve our 
vision through cooperation with internal and external 
organizations.
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1.   Introduction

The concept of traceability as applied to farm prod-
ucts such as beef and other foods in the Japanese 
market is well known. It makes it possible to know 
when, where, and by whom cattle or another product 
was raised, and how the products were distributed. 
This gives consumers more information on the prod-
ucts available to them and allows them greater choice 
in what products to buy.

But can this concept be applied to information sys-
tems? When you create digital materials and send 
them to another person, how can you find out what 
subsequently happens to them, for example, how, 
where, and by whom they are later used and modi-
fied? Unease concerning information systems may 
arise when we are not sure how information is han-
dled within the system because we have no way to 
visualize the situation [1]. Information traceability 
makes it possible to track and provide a visual view 
of how documents and other information are moved 
around and altered within an information system.

2.   TRX traceability platform

The NTT Secure Platform Laboratories has been 
developing the TRX traceability platform as a step 
toward achieving information traceability. The role of 
TRX is illustrated in Fig. 1. The TRX traceability 

platform makes events visible when they occur in a 
system. These events include file operations, the cre-
ation of virtual servers in the cloud or another system, 
or web accesses that occur during the provision of 
services. This visualization is a matter of making con-
nections in the relationships between events, and 
displaying in a visual or easily processed format 
information that cannot be understood simply by 
looking at individual events.

The functional elements of the TRX system and the 
flow of log information are illustrated in Fig. 2. Here, 
various events can be visualized. For example, a func-
tion for precisely visualizing file operations per-
formed manually and a function for detecting the 
copying of virtual machine (VM) images*1 using 
active trace technology are provided as basic func-
tions. These functions are features of the TRX trace-
ability platform and are described in more detail in 
the following subsections.

2.1   File operation visualization (file tracing)
(1)	 Highly precise logging of file operation events

The flow of log generation for file operation events 
in TRX is shown in Fig. 3. The file trace log-generat-
ing function on the user terminal monitors the file I/O 

*1	 VM image: An electronic file that stores individual virtual server 
instances when virtualization technology is used to construct 
servers etc. Because it is an electronic file, it is easy to create, de-
lete, or copy a virtual server.

The TRX Traceability Platform
Toshihiro Motoda, Takeshi Nagayoshi, Junya Akiba,
and Kaku Takeuchi

Abstract
TRX, which was developed by the NTT Secure Platform Laboratories, is a traceability platform for 

visualizing various events that occur in a system. A visualization function in the system makes it possible 
to track operations such as copy and move that are made to files and virtual machine images. This func-
tion provides easy and unprecedented understanding of the flow of information within an enterprise. It 
can be used for file life-cycle management in offices and license management of virtual server operating 
systems for cloud providers.
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(input/output) and window events of an application 
running on a Windows terminal, including the virtual 
desktop (Fig. 3(a1) and (a2)). Although the moni-
tored events are very primitive such as open file, read 
data, write data, and delete for file I/O, the various 
TRX functions abstract the events in multiple stages 

to produce a log that corresponds more or less one-to-
one with the original events, which are operations 
performed by human operators.

The primitive events occur in huge quantities, for 
example, 10,000 file I/O events per second. A high 
level of expertise is necessary in order to accurately 

Fig. 1.   TRX traceability platform.
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convert them to a log with the number of operations 
per second that corresponds to human operations. For 
the TRX platform, we devised a customized commer-
cially available product*2 so that logs with especially 
high accuracy can be generated for popular applica-
tions such as Microsoft Office and Adobe Acrobat.
(2)	 Grouping for file operation event visualization

The flow of grouping for event visualization is 
illustrated in Fig. 4. The logs for files derived by 
copying information from the same file are normal-
ized and assigned to a single group so that they can be 
handled together. The normalized log for file opera-
tions contains the information listed below.

•	� File name before operation: The name of the file 
before the operation was performed*3

•	� Date and time: The time and date the operation 
was performed

•	� User ID (identification): A code to identify the 
user who performed the operation

•	� Terminal address: The address of the terminal on 
which the operation was performed

•	� Operation type: Types of operations include cre-
ate, copy, rename, move, delete, etc.

•	� File name after operation: The name of the file 
after the operation was performed*4
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Fig. 3.   Accurate logging of file operation events.

*2	 A customized version of the Log Audit Tracker product for log-
ging file operations; produced by the dit Company Limited.

*3	 For ‘create’ operations, no “file name before the operation” is in-
cluded.

*4	 For ‘delete’ operations, no “file name after operation” is included.
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In the grouping process of the normalized log, the 
names of the file before and after the operation are 
used. For example, if the file name before the opera-
tion for operation A is the same as the file name after 
the operation for operation B, then it is possible to 
relate the two operations as file operation events. Suc-
cessively relating operations in this way makes it 
possible to manage files that have the same ancestor 
in the normalized log as a single group. This grouping 
can be processed at high speed by a proprietary algo-
rithm that uses Hadoop Map Reduce [2]. Using 
groups constructed in this way makes it possible to 
search and display file operations at high speed.
(3)	 Scalability

File tracing in TRX uses a Hadoop distributed plat-
form and is implemented with a scale-out-capable 
processing algorithm. The log storage can be scaled 
out from a single PostgreSQL relational database that 
can easily handle small-scale needs to HDFS (Hadoop 
Distributed File System) distributed processing by 
multiple units; HDFS processing is capable of con-
ducting file tracing for offices with up to 100,000 

employees.

2.2   �Visualization of VM image copying (VM trac-
ing)

In the past, a server was a fixed implementation in 
hardware, but the development of VM technology has 
changed the concept of a server to the form of a VM 
image file. This makes construction, addition, and 
copying of servers easy. Copying servers is advanta-
geous, as it makes it easy to construct multiple serv-
ers when needed, such as for parallel processing 
tasks. However, there is also the disadvantage that 
license violations or information leaks may occur 
because the software license or critical information 
such as personal data that is included in the server 
image will also be copied. For these reasons, detect-
ing the copying of servers has become a serious 
issue.

VM tracing is a function that detects the copying of 
a VM image and outputs a log when the virtual server 
boots up. This function embeds a notification  
mechanism called a tracer in the VM image and uses 
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Fig. 4.   Grouping for file operation event visualization.
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active trace technology to send a notification when 
the server boots up.

The mechanism of the VM trace log generator is 
illustrated in Fig. 5. In Step 1, the Unique Identifica-
tion number (UID) 3456 is assigned to a virtual 
server instance when the instance is generated. Then 
the Tracking Identification number (TID) 1 is 
assigned and stored in the tracer when the virtual 
server is booted up. This pair of numbers is used for 
VM management. Consider the case in which virtual 
server A is copied, as in Step 2. When the copied 
server A’ is booted up in Step 3, the notification con-
tains TID=1 and UID=7890 (UID of server A’), but 
the VM trace log generator does not contain the pair 
of TID=1 and UID=7890; this means the VM image 
has been copied, and the event is logged. At the same 
time, a new TID=2 is assigned to the copied virtual 
server A’. In this way, VM image copying is detected 
and logged.

The remaining process of the generated log group-
ing is the same as for file tracing. This enables the 
VM image copy relationships to be tracked, and the 
grouping process enables the relationships to be visu-
alized as a tree diagram. If VM images are restricted 
within a closed infrastructure-as-a-service (IaaS) pro-
vider system, tracking can also be done using the logs 
of hypervisors or other components. However, a 

function for uploading and downloading VM images 
makes it simple to move or copy images outside of 
the IaaS provider environment, which makes tracking 
difficult. Various products exist for protecting the 
data in a VM image, but they are ineffective when the 
entire VM image is copied. The VM tracing function 
of the TRX platform provides a post-incident method 
of tracking VM image copying, which has been a 
potential problem that may arise in the future.

3.   Example of using visualization in the  
TRX platform

Examples of using the TRX traceability platform 
for file life-cycle management in an office and for 
virtual server operating system (OS) license manage-
ment by a cloud provider are presented in Table 1.

3.1   File life-cycle management in an office
The need for strengthening internal control systems 

that pose a high risk of information leaks was 
described earlier. The TRX traceability platform can 
be used to manage the life cycle of files in a company. 
Installing an agent in the computers used by company 
personnel makes it possible to collect events related 
to company files, so that even in an environment 
where files are shared by multiple users, it is possible 

Fig. 5.   VM trace log generation with active trace technology.
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to know when files are created, referenced, changed, 
copied, or deleted. It is also possible to retrace the 
path back to the original file, even when file names 
have been changed and the files have been moved 
between folders, or when derivative documents are 
created via common servers. This makes it easy to 
confirm that all files that contain erroneous informa-
tion have been deleted and to find out whether impor-
tant information has already been referenced by per-
sonnel.

3.2   �Management of OS licenses in virtual servers 
by cloud providers

Cloud providers who rent out virtual servers to IaaS 
providers and other customers must properly manage 
the software licenses when the software included in 
the virtual servers is royalty-bearing software. Even 
when that is not the case, however, the software 
licenses may still require appropriate management.

Operations involving backup, redundancy, and the 
construction of test environments in the cloud pro-
vide many opportunities for copying VM images. It is 
also assumed that customers may download VM 
images enabling them to use services provided by 
other cloud providers. In such cases too, the VM trac-
ing function described above can be used to ascertain 
that a VM image has been copied and booted up or 
that a problem concerning license management has 
occurred.

4.   Future work

Introduction of the TRX traceability platform as a 
commercial product has begun. Specific points of 
improvement have come to light, and we are in the 
process of lowering the cost for a large-scale configu-
ration, increasing the robustness of logging, and mak-
ing improvements based on experience gained in 
operations.

We intend to expand the range of tracing and are 
studying applications involving tracking of customer 
documents for which it is difficult to pre-install 
agents or other such mechanisms by applying the 
active trace technology that was developed for VM 
tracing to ordinary files [3].
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Table 1.   Example use of traceability platform.

User (assumed) Purpose Effect

File life-cycle 
management
in offices

- Company that has
electronic files containing
customer information or
important internal 
information

- Strengthen internal
control
(electronic file
management within the
company)

- Confirm access and
deletion of important
information

- Control information leaks
- Rapidly respond to

incidents

OS license 
management
for virtual 
servers by
cloud
providers

- Cloud provider

OS: operating system

- VM management 
- License management for

OS etc.

- Easily confirm VM
management in the cloud

- Detect license violations
for OS etc. 

- Control re-use of VMs
that include royalty-
bearing licenses
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1.   Introduction

Public organizations and private enterprises have 
been subject to a barrage of cyber attacks in recent 
years. Those attacks cleverly work their way past 
conventional defensive measures in order to penetrate 
and exploit servers and network systems. Taking pro-
active security measures is a matter of course, but it is 
also important to assume there will be some damage 
from such attacks and to exert the utmost effort to 
control the damage and rapidly recover from the 
effects of an attack once it has been launched.

The development of computing resource virtualiza-
tion has led to the study of network functions virtu-
alisation* (NFV) and network software control. Vir-
tual appliance products such as virtual switches and 
virtual firewalls are also beginning to appear in the 
actual market. These new technologies can be used to 
enable appropriate measures against attacks to be 
rapidly implemented on the network side by con-
structing flexible, reconfigurable networks.

In this article, we introduce the concept of resilient 
security, which is implemented with the technologies 
described above. We also present use cases and 
describe the virtual network and virtual appliance 
control technologies applied in those cases. Addition-
ally, we discuss the work being done in our laborato-
ries.

2.   Objectives of resilient security

We are working to maintain service continuity in 
the event of unpredictable natural disasters or inci-
dents involving security threats that evolve from year 
to year by autonomously implementing measures that 
have multiple layers and multiple aspects as virtual 
appliances. The objectives are to limit the scope of 
effects on services to the very minimum by control-
ling multiple devices at the appropriate points accord-
ing to the type of attack and to provide clean pipe 
functions to isolate attacks and achieve rapid recov-
ery.

One difficulty, though, is that the burden on opera-
tors to analyze and deal with sophisticated cyber 
attacks has been increasing rapidly. Reducing that 
burden is thus another aspect of our work, and we are 
developing recommendations for operators based on 
information we obtain about detected attacks and 
scenario-based autonomous control of multiple vir-
tual appliances in order to implement measures that 
do not depend on the skill level of operators.

Also, even in cases where it cannot immediately be 
determined that an attack is in progress, it is still pos-
sible to secure the time needed for analysis by flexibly 
reinforcing virtual firewall resources and isolating the 

*	 The British spelling used by the European Telecommunications 
Standards Institute
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attacked virtual machine (VM) to a quarantine network.
This application is also planned for network ser-

vices, and to achieve this, the NTT Secure Platform 
Laboratories is also providing safe and secure plat-
form technology to eliminate end-user concerns 
about the security of cloud or network services.

3.   Advanced cyber attacks

This section introduces typical examples of recent 
cyber attacks (Fig. 1) and gives an overview of those 
that are becoming difficult to prevent by pre-incident 
measures only.

3.1   DDoS attacks
A distributed denial of service (DDoS) attack tar-

gets a service that is open to the public and uses a 
botnet composed of a very large number of terminals 
to flood servers with connection requests, thus over-
loading the servers and interfering with the provision 
of the targeted service. This kind of attack is difficult 
to distinguish from ordinary user traffic when the 
connections are examined one at a time, so it is very 
difficult to recognize and block only the malicious 
communication.

3.2   Zero-day attacks
A zero-day attack exploits software vulnerabilities 

(security holes) that are unannounced and for which 
countermeasures have not been established. This type 
of attack generally targets unknown vulnerabilities, 
so the attack is launched before patches to remove the 
vulnerabilities are applied, making defense against 
such attacks very difficult.

3.3   Password list attacks
In this type of attack, a list of identifications (IDs) 

and passwords that was somehow leaked from one 
source is used to attack a completely different service 
by attempting an unauthorized log-in to another per-
son’s account. These attacks appear as individual 
log-in requests that are essentially no different from 
normal user use, and the ID and password combina-
tions appear to be genuine, which makes it very dif-
ficult to distinguish the behavior as an attack and 
eliminate it.

3.4   Targeted attacks
This type of attack is characterized by the targeting 

of a particular company or organization for a particu-
lar purpose, such as theft or falsification of personal 
information or assets. Such attacks are designed for 

Fig. 1.   Increasingly sophisticated cyber attacks.
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specific situations, so the methods are difficult to 
predict by looking at past attacks. They apply social 
engineering approaches that take advantage of human 
emotion and curiosity to create security vulnerabili-
ties. It is therefore difficult to defend against this type 
of attack automatically with a security system.

4.   Trends in virtual networks and  
virtual appliances

In this section, we introduce the virtual networks 
and virtual appliances that are used in current net-
works as technical elements of resilient security, 
which serves as an effective means of dealing with 
the different types of attacks described in the previous 
section. We also explain security orchestration func-
tions for achieving resilient security.

4.1   Virtual networks
Virtual networks (NWs) are a virtual private net-

work (VPN) technology for creating isolated net-
works for individual customers as an Internet Proto-
col (IP) network that is constructed within a cloud 
system and extends to the customer’s premises. IP 
networks can be constructed for both on-demand and 
high-volume use. Three types of systems are used: 
tagged VLAN (virtual local area network), Open-
Flow-based hop-by-hop systems, and tunneling-
based overlay systems [1].

Also, working in coordination with a cloud man-
agement system makes it possible to change network 
settings automatically for live migration of VMs. If a 
VM is moved to a different hypervisor, the customer’s 
IP network can be moved to a different physical net-
work without terminating the session, and isolation is 
also possible. In 2012, the OpenStack open source 
software (OSS) cloud management system also began 
providing virtual NW construction and other such 
operations [2].

4.2   Virtual appliances
A virtual appliance can provide network functions 

that have previously been provided by dedicated 
hardware such as routers, firewalls (FWs), and load 
balancers (LBs) as software implementations in a 
virtual environment. These functions constitute the 
set of functions needed to construct an enterprise 
intranet, and virtual appliances were developed to 
meet the need to use those functions with a virtual 
network. Research has been done recently on appli-
ances running in dedicated virtual environments as 
dedicated network equipment for which functions 

can be freely combined and replaced. Standardization 
under the general name of NFV is also in progress. 
Virtual appliances that provide an intrusion detection 
system, web application firewall, and other such 
security functions in addition to an FW and LB have 
also been developed. In 2013, Linux network 
namespace settings for the OpenStack OSS virtual 
router, virtual FW, and virtual LB became available, 
and the number of virtual appliance products that can 
be controlled with OpenStack is increasing.

4.3   Distributed virtual appliances
The standard specifications for routers and FWs 

specify one operating unit, with others serving as 
spares. This prevents the distribution of virtual appli-
ances and makes it difficult to distribute the virtual 
appliance load or completely separate communica-
tion paths that pass through virtual appliance input/
output interfaces in units of IP addresses and end-to-
end connections. Techniques for a distributed 
arrangement of multiple virtual appliances and route 
changing in a flow unit at layer 4 are therefore 
required. In regard to the distributed arrangement of 
virtual appliances, companies such as VMware, vAr-
mour Networks, and others are making progress in 
implementing configurations of their own products in 
which multiple appliances connected in a dedicated 
virtual network work cooperatively to reduce the pro-
cessing load. Rerouting techniques include those that 
use conventional switches and those that use advanced 
switches. Conventional switches can be used in three 
ways: using a routing protocol and directly rewriting 
the routing table to change the routing destination; 
using address conversion techniques and a DNS 
(domain name system) server to change the destina-
tion IP address; and rewriting the media access con-
trol (MAC) address table to change the destination 
MAC address without changing the IP address. When 
advanced switching functions are used, switching can 
be done according to IP packet header data such as 
the TCP (transmission control protocol) or UDP (user 
datagram protocol) port number in addition to the IP 
address [3]. The built-in switch of the hypervisor or 
the OpenFlow switch can be used, and implementa-
tion using ordinary OpenFlow switches, etc., as well 
as VMware NSX or the OSS Linux OpenvSwitch is 
also possible. 

4.4   Security orchestration functions
Currently, the NTT Secure Platform Laboratories is 

developing ways to implement resilient security 
using virtual NWs and virtual appliances as well as 
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distributed virtual appliances. Specifically, security 
orchestration functions have been configured that can 
work in cooperation with various devices to collect 
information and define device control scenarios. The 
security orchestration system functions together with 
multiple types of virtual appliances located on net-
works and systems and with server and network 
device logs to detect indications of cyber attacks and 
the damage they have caused. Even though the zero-
day attacks, password list attacks, targeted attacks, 
and other attacks described in section 3 are them-
selves difficult to detect, it is not impossible to dis-
cover proof of damage that corresponds to the pur-
poses of attacks, such as the altering of data or infor-
mation leaks. Using virtual appliances as security 
sensors enables the placement and number of units to 
be changed dynamically for efficient detection. 
Detected cyber attacks are automatically classified as 
those for which countermeasures are possible and 
those for which countermeasures are not possible. 
Even for the attacks for which an automated response 
is not possible, automatic generation and notification 
of response recommendations that guide the deci-
sions of the operator is possible. That function is 
implemented by arranging the appropriate virtual 
appliances at the right places in the system in order to 
control servers and network equipment. When the 
existing configuration is inadequate, virtual appli-
ances are automatically added, and control is per-
formed to move traffic to the virtual NW, thus pre-
venting major harm, blocking the attack, and 
strengthening the system. Even when it is difficult to 
directly block an attack, such as with a DDoS attack, 
if the system can be strengthened and services contin-
ued by automatically adding resources such as virtual 
appliances in response to the attack, then the attack 
can be withstood, and the purpose of the attack can be 
defeated.

5.   Resilient security engine through  
security orchestration

The resilient security engine being developed by 
the NTT Secure Platform Laboratories is intended for 
implementation as a security orchestration system for 
coping with cyber attacks. As the first step, we are 
currently developing a security orchestration system 
for protecting normal communication with VMs 
against DDoS attacks on a datacenter (DC) on which 
cloud services are running and for minimizing the 
harm to the DC and the VM under attack. The opera-
tion of the system is illustrated in Fig. 2. There are 

functions for recommendations to deal with three 
cases: 1) a DDoS attack on the DC or FW set up for 
each customer IP network will prompt a recommen-
dation to the operator to use external network equip-
ment to block the attack; 2) an attack that can be 
clearly determined to be on a VM will prompt a rec-
ommendation to the operator to block the attack with 
a virtual FW or external network equipment; and 3) 
discovery of communication that is suspected to be 
an attack on a VM will prompt a recommendation to 
reinforce the virtual FW resources, migrate to a dif-
ferent DC, or block the attack by a virtual FW or 
external network equipment. The first of these three 
cases is a matter of maintaining continuity of the net-
work service, the second involves preventing an 
attack on a VM, and the third involves implementing 
a response when a gray zone is determined. Defense 
against a DDoS attack is described here, but the func-
tions for the second and third cases described above 
are being designed for application to various types of 
attacks, with a view to applying them to targeted and 
other attacks.

The three internal functions are for logging, analy-
sis and identification of an attack, and appliance 
setup. Functions are provided for analysis and deter-
mination according to scenarios for which conditions 
are set within the resilient security engine using flow 
data, attack detection data, and data collected by 
security sensors for judging suspected attacks, and 
for making recommendations to the security operator 
in the cases of automatic virtual FW setup and block-
ing with external network equipment. Naturally, the 
security operator is informed even when the setting is 
for the reinforcement of virtual FW resources or 
migration to another DC; the setting for manual 
blocking for the virtual FW can be performed later 
based on the security operator’s decision. We are 
moving forward with development in which we 
describe the operation for the three cases described 
above as scenarios. Customization is possible according 
to the individual operation conditions and descriptions.

6.   Future development

We are currently developing virtual FW control 
technology for dealing with DDoS attacks. When this 
development is completed, we plan to conduct trials 
to evaluate its effectiveness. We also plan to expand 
the extraction of control scenarios from actual opera-
tion sites and extend the types of virtual appliances in 
order to cope with complex, advanced, and sustained 
attacks.
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1.   Introduction

Innovation in information and communication 
technology is making it possible to collect and ana-
lyze large amounts of diverse data, and there are 
increasingly high expectations for value creation by 
using big data. In particular, various efforts have been 
made recently to enable secondary use of personal 
data for the development of society and industry. The 
term personal data is not limited to the data defined 
by the Personal Information Protection Law, but is 
used in the broader sense of all information that con-
cerns individuals [1]. Businesses that handle personal 
data are responsible for giving sufficient consider-
ation to the privacy of the individuals who provide 
that information and for taking appropriate security 
management measures. Article 20 of the Personal 
Information Protection Law, Measures for Security 
Management, states that “Businesses that handle per-
sonal data must prevent the leaking, loss, or damage 
of that personal data and devise other appropriate 
measures for managing the security of personal data.” 
In general, obtaining the consent of the person in 
respect to the purposes for using personal data is dif-
ferent from taking measures required by the Mea-
sures for Security Management. Leakage of personal 
data after the business obtains consent is an issue of 
responsibility, and such leakages reduce the public’s 

trust.
The problem, then, is what security management 

measures are necessary and appropriate for the sec-
ondary use of personal data. Consider, for example, 
the situation in which individuals and businesses pro-
vide personal data to cloud providers, the cloud pro-
viders process the personal data for provision to sec-
ondary users, and the secondary users use the results 
of that processing (Fig. 1). In this case, the processing 
results consist of analysis results or anonymized per-
sonal data. The cloud provider is required to take 
security management measures for the obtained per-
sonal data and also for the processing results provided 
to the secondary user. In particular, the suppliers of 
the personal data cannot directly manage or control 
the personal data supplied to the cloud provider, and 
therefore, they probably worry about the possible 
leakage or unintended use of that data. This concern 
about security is cited as the most important factor in 
decisions to refrain from using cloud services. The 
concept known as secure computation has been 
attracting attention as a technological solution for 
security management that solves that problem by 
preventing the leakage or misuse of personal data and 
by maintaining privacy. In the remainder of this arti-
cle, we present an overview of technology related to 
secure computation and describe the work being done 
at the NTT Secure Platform Laboratories.

R&D on Secure Computation 
Technology for Privacy Protection
Koji Chida, Dai Ikarashi, Teruko Miyata,
Hiroyoshi Takiguchi, and Naoto Kiribuchi

Abstract
Demand is growing for a means of securely processing highly confidential data on the cloud. To meet 

this demand, the NTT Secure Platform Laboratories has developed practical, fast, multi-party secure 
computation technology that provides both confidentiality and usability. This article presents some back-
ground issues concerning this technology and explains efforts to develop the basic mechanism into a 
commercial product.

Keywords: secure computation, cloud security, personal data
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2.   Secure computation

Secure computation technology allows statistical 
processing and other kinds of data processing to be 
performed on data that remains in a secure form. One 
security measure used when information is entrusted 
to the cloud is data encryption. When the data pro-
cessing is also done in the cloud, the processing is not 
usually performed with the data in the encrypted 
state, so the data must be decrypted in the cloud, 
which creates a risk of data leakage. 

Secure computation is a technology that reduces 
that risk. A secure computation system is illustrated 
schematically in Fig. 2. First, the possessor of the 
data to be used in statistical processing or another 
form of processing sends the anonymized data to a 
secure computation system. Next, the analyzing party 

that wants to do the processing sends a request for 
analysis to the secure computation system. The 
secure computation system then performs the pro-
cessing on the data that is still in the anonymized 
form and sends only the results to the party that 
requested the analysis. The special feature of secure 
computation is that the data is never decrypted, and 
the requesting party never receives anything other 
than the analysis results. 

The secure computation technology that is cur-
rently under development is implemented by the 
interworking of multiple computers (secure computa-
tion servers) that communicate with each other. The 
input data is first anonymized with a secret-sharing 
algorithm and then distributed among the secure 
computation servers. The secure computation servers 
perform the processing while exchanging the 

Fig. 1.   Example process of secondary use of personal data.

Processing
(data analysis,

anonymization, etc.)

Personal
data

Individual/Enterprise Public
cloud

Processed
results

Secondary user

Fig. 2.   Basic system model of secure computation.

Server 1

Server 2

Server 3

Secure computation
system

Encryption 
Distribution

Original data

Data holder

The results are output 
with no one accessing

the original data!

Analyst

Results of
analysis

1

Secure computation3

     Request2

     Results4



� NTT Technical Review

Feature Articles

anonymized data among themselves. The simplest 
example of secure computation processing is illus-
trated in Fig. 3.

In Fig. 3, person A (Alice) and person B (Bob) have 
test scores. We want to obtain the average score for 
these two people without anyone learning what the 
individual test scores are. To obtain that result, the 
two test scores are first processed by implementing 
secret distribution. Specifically, each score is split 
into three numbers whose sums are the original 
scores. Those three distributed numbers are sent to 
secure computation servers, which then add up the 
received data. Finally, the resulting numbers are 
summed, and the sum is divided by the number of 
persons (two in this case) to obtain the ultimate result, 
which is the average test score for the two people (77 
in this example). The numerical values used within 
the secure computation servers are unrelated to the 
original test scores, so the privacy of person A and 
person B is preserved.

The method depicted in Fig. 3 can only be used to 
obtain an average value. In 1982, however, A. C. Yao 
proposed a method that enables secure computation 
for any type of processing [2], although it was 
impractical for processing very large amounts of 
data. Research to improve efficiency has continued 
since that time, however. Research on secure compu-
tation began over ten years ago at the NTT Secure 
Platform Laboratories, and we achieved the world’s 
fastest processing in 2005 [3]. Good compatibility 
between secure computation and statistical process-

ing has also been discovered in recent years, and 
experiments that verify practical performance have 
been conducted [4]. 

3.   Overview of the Trust-SC secure  
computation platform

Trust-SC is the first on-line statistical analysis sys-
tem that was developed applying secure computation 
technology for commercial use. NTT Secure Plat-
form Laboratories keeps striving to be a world leader 
in research on secure computation technology, and 
this on-line service makes it possible to analyze data 
and obtain results of statistical analysis without 
reconstructing any master data. 

An overview of the Trust-SC platform is presented 
in Fig. 4. The main features are explained in the fol-
lowing subsections. 

3.1   �Fast processing and variety of statistical func-
tions with combination of R functions

The statistical functions provided by the Trust-SC 
secure computation platform are listed in Table 1. 
The first group of functions includes basic statistical 
functions (maximum, minimum, median, mean, and 
distribution), the second group consists of applied 
statistical functions such as table operations and a t-
test function, and the functions in the third group are 
related to database processing operations (search and 
shuffle). Most all-purpose statistical functions can be 
covered by combining Trust-SC and “R” statistical 

Fig. 3.   Simple example of secure computation processing.
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functions. Furthermore, the performance of the Trust-
SC functions has the possibility of achieving the 
world’s fastest speed class while still keeping data in 
an anonymized form.

This performance was largely possible thanks to 
NTT’s research on a secure computation algorithm. 
The Trust-SC platform does not require any special 
personal computer (PC) power; it can be installed and 
perform those functions at high speed on ordinary PC 
servers (e.g., a four-core CPU (central processor unit) 
and 32 GB of RAM (random access memory)).

3.2   Statistical analysis with R
The Trust SC is operable with the R language, a 

major statistical computing and graphics OSS (open 
source software) tool that is used extensively in vari-
ous fields, including medicine, finance, and the envi-
ronment (Fig. 5). The statistical analysis functions 
supplied by the Trust-SC platform are all implement-
ed as R function libraries. By using R, the basic sta-

tistical functions listed in Table 1 can be combined to 
define other required R functions. Also, the many R 
library functions can be used to output results in vari-
ous formats such as graphs and files. 

3.3   Secure computation authentication
This system prevents leaking of the original data 

even if a single secure computation server is breached. 
A security policy of this kind, however, requires that 
the user perform authentication with a different pass-
word for each secure computation server. The secure 
computation authentication process uses a proprietary 
method that achieves both usability and security. The 
user uses a single password for authentication, but the 
passwords stored in the servers are managed in 
secret-sharing encryption form, and password verifi-
cation is performed with secure computation. Even in 
the event that one secure computation server is invad-
ed, only a single item of secret-sharing data can be 
leaked, and it is not possible for someone to obtain 
the data needed to pose as the user.

4.   Future development

Research on secure computation was previously 
only theoretical, but practical research has suddenly 
accelerated with the demand for security manage-
ment in the secondary use of personal data, and prac-
tical goals have been established. The NTT Secure 
Platform Laboratories has developed the world’s first 
commercial-level secure computation system and 
confirmed the ability of the system to carry out data 
analysis processing on a data scale of 100,000 items 
in a practical amount of time. 

Our future tasks include developing the system so 

Fig. 4.   Trust-SC secure computation platform.
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that it is capable of handling data on a larger scale for 
use in big data applications, and adopting a social 
scientific approach to research that supports relevant 
laws in order to give users a greater sense of securi-
ty.
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1.   Fully homomorphic encryption

In recent years, we have been entrusting more and 
more of our electronic data to the cloud, including e-
mail, internal company documents, and personal 
information. Protecting the privacy and confidential-
ity of that data is a major challenge for today’s secu-
rity researchers and practitioners. A 2013 study by 
the Cloud Security Alliance revealed a worrying 
increase in the number of major data breach incidents 
in which cloud data was leaked as a result of negli-
gence, malware, or insider attacks [1]. Cryptogra-
phers have proposed several possible approaches to 
addressing the problem of cloud security without 
compromising on functionality. One of the most 
promising approaches is fully homomorphic encryp-
tion, which has garnered a lot of attention in recent 
years.

Encrypting data before sending it to the cloud is a 
simple way of guaranteeing confidentiality. Parties 
who do not own the decryption key, including mali-
cious hackers and the cloud server operators them-
selves, cannot learn anything about the data that was 
encrypted. Therefore, that data remains safe even in 
the case of a breach. However, if one uses traditional 
encryption, it also becomes impossible for the cloud 
operators to carry out any kind of processing of that 
data (even searching it, for example), as they would 

have to decrypt it first. This defeats the purpose of 
most applications of cloud computing. Fortunately, 
fully homomorphic encryption eliminates that limita-
tion. Data encrypted with fully homomorphic encryp-
tion enjoys essentially the same security guarantees 
as with traditional encryption, but it becomes possible 
to carry out arbitrary computations on it without 
decrypting it first. The result of those computations 
remains in encrypted form, and can thus only be 
recovered by the owner of the decryption key. That 
unique property makes it possible to build a wide 
range of highly secure cloud services.

2.   Potential applications

The most direct application of fully homomorphic 
encryption is probably outsourced computation (Fig. 1). 
Consider a scenario in which a client has some sensi-
tive data to process but lacks the required expertise or 
sufficient computational power; as a result, they want 
to commission a cloud service to carry out the pro-
cessing, but without revealing this sensitive data in 
plaintext form. Fully homomorphic encryption offers 
a simple solution to that problem; the client simply 
sends the data to the cloud server in encrypted form, 
and the server processes the data without decrypting 
it using the property of fully homomorphic encryp-
tion (this computation on encrypted data is called 

Fully Homomorphic Encryption over 
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homomorphic evaluation of the corresponding func-
tion). Finally, the client receives the encrypted output 
from the server and decrypts it with his key, obtaining 
the result of the processing without having revealed 
any information about the sensitive data. For exam-
ple, cloud services already exist that perform back-
testing of stock market trading strategies, but profes-
sional traders are unlikely to rely on them for fear of 
revealing highly valuable strategies. With fully 
homomorphic encryption, however, it is possible to 
provide a backtesting cloud service to traders while 
ensuring that their valuable techniques will remain 

safe from prying eyes (even those of the cloud opera-
tors themselves!). Similarly, one can imagine cloud 
services that provide DNA (deoxyribonucleic acid) 
analysis for medical institutions and law enforcement 
authorities while maintaining the confidentiality of 
DNA samples, or services that perform mechanical 
structural analysis for the aerospace or construction 
industries without asking clients to compromise the 
secrecy of their designs.

Another application of fully homomorphic encryp-
tion is anonymous data processing (Fig. 2). This kind 
of scenario involves multiple users sending some 

Fig 1.   Outsourced computation based on fully homomorphic encryption.
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Fig. 2.   Anonymous data processing with fully homomorphic encryption.
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sensitive data to a cloud server, where it is aggregated, 
stripped of identifying information, and analyzed, 
typically to extract some statistical information, 
which is then delivered to the final recipient. The 
security requirement is that the cloud server must 
learn nothing about the content of users’ data, and the 
recipient must obtain only the anonymized results of 
the statistical analysis, and in particular, no informa-
tion on individual users. This can also be achieved 
using fully homomorphic encryption; the users first 
use a fully homomorphic encryption scheme to 
encrypt their own data under the recipient’s public 
key and send it to the cloud server. The data collected 
on the server is then processed in encrypted form 
using homomorphic evaluation. The result of this 
processing is the anonymized statistical information, 
also in encrypted form. That output is then sent to the 
recipient, who finally decrypts it. Possible applica-
tions of such a protocol include secure electronic 
voting, where individual voters encrypt their ballots 
with the public key of the organizer of the vote and 
then send them to a tallying server. The server uses 
homomorphic evaluation to carry out validity checks 
on encrypted ballots and to compute the encrypted 
tally, which is then sent to the organizer, who finally 
decrypts that aggregate result without learning indi-
vidual votes. Secure auctions and statistical analysis 
of medical data are other possible uses.

There are also examples of cloud services for which 
fully homomorphic encryption is not well suited. One 
is encrypted search on a database. The reason for this 
is that the server cannot obtain any information on the 
content of the search query, so homomorphic evalua-
tion of the search operation requires processing the 
entire database from beginning to end, rather than just 
a small portion of it, making the whole operation very 
computationally costly. A secure web search service 
based on fully homomorphic encryption, for exam-
ple, would be prohibitively impractical. Similarly, 
spam filtering of encrypted e-mail and other services 
that require the cloud server itself to obtain the result 
of processing encrypted information cannot be imple-
mented using homomorphic encryption. In the case 
of spam filtering, for example, processing e-mail 
using homomorphic evaluation would yield a list of 
messages detected as spam in encrypted form, mak-
ing it impossible for the server itself to delete them 
without asking the client to decrypt that list first, a 
rather inconvenient process.

Despite such limitations, though, fully homomor-
phic encryption is undoubtedly a very promising 
technology for cloud security—if only it can be made 

efficient enough for practical applications. At the 
NTT Secure Platform Laboratories, we are hard at 
work trying to achieve this goal.

3.   Fully homomorphic encryption  
over the integers

The concept of fully homomorphic encryption 
itself was proposed in the late 1970s, but constructing 
an actual fully homomorphic encryption scheme 
remained an open problem for a long time; in fact, 
many cryptographers believed that it was impossible. 
In 2009, however, Craig Gentry of Stanford Univer-
sity disproved this widely held belief by describing 
the first fully homomorphic encryption scheme. The 
following year, he also proposed, together with van 
Dijk, Halevi, and Vaikuntanathan, a conceptually 
simpler construction of fully homomorphic encryp-
tion, based entirely on integer arithmetic. These 
results were major theoretical breakthroughs, but the 
proposed schemes were both extremely inefficient; 
thus, the problem of fully homomorphic encryption, 
while solved in theory, remained open as far as practi-
cal implementations were concerned.

Here is a succinct, somewhat simplified description 
of the original fully homomorphic encryption scheme 
over the integers of van Dijk et al. An important 
observation is that to obtain a secure fully homomor-
phic scheme that supports the encryption of arbitrary 
messages and the homomorphic evaluation of arbi-
trary functions on ciphertexts, it is in fact sufficient to 
construct a scheme to encrypt single-bit messages 
(either 0 or 1) and evaluate an arbitrary number of 
XOR and AND logic gates on encryptions of those 
bits. Indeed, data of any length can be represented as 
a bit string, and arbitrary functions on such a bit string 
can be represented as Boolean circuits (consisting of 
XOR (exclusive OR) and AND gates) on the corre-
sponding bits. By encrypting each bit of the bit string 
independently and applying the homomorphic evalu-
ation of the XOR and AND gates of the Boolean cir-
cuits, we obtain the required fully homomorphic 
functionality.

In fully homomorphic encryption over the integers, 
the secret key is a relatively large odd integer p (of 
about 600 digits, say). Given several multiples qip of 
p, it is easy to recover p by computing the greatest 
common divisor (GCD). However, recovering p from 
many approximate multiples of the form qip + ei 
(where ei is a relatively small 20- to 30-digit noise 
value) is believed to be a hard problem. In fact, if qi is 
a large enough random integer (a few million digits), 
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the approximate multiple qip + ei is indistinguishable 
from a random integer of the same size in the view of 
an attacker who does not know p. As a result, one can 
encrypt a one-bit message m (0 or 1) by adding to it a 
large, random multiple q p of p (of a few million dig-
its) as well as some even random noise 2r (of 20 to 30 
digits). To an attacker who does not know the secret 
key p, the resulting ciphertext c = q p + 2r + m is then 
indistinguishable from a random integer of the same 
size, as discussed above, regardless of whether m is 0 
or 1; hence, attackers cannot learn anything about m 
from the ciphertext c. On the contrary, the legitimate 
owner of the secret key p can decrypt the ciphertext c 
by computing the Euclidean division by p and check-
ing the parity of the remainder 2r + m: it is even if m 
is 0 and odd if m is 1. Thus, we have described a 
secure (secret-key) encryption scheme.

Moreover, this encryption scheme supports the 
homomorphic evaluation of XOR and AND gates. 
Indeed, consider two single-bit messages m1 and m2 
and corresponding ciphertexts c1 and c2. We claim 
that the sum c1 + c2 is an encryption of m1 XOR m2. 
Indeed, c1 + c2 = (q1 + q2)p + 2(r1 + r2) + (m1 + m2), 
and its remainder in the Euclidean division by p is 
2(r1 + r2) + (m1 + m2). If m1 = m2, this is an even num-
ber, and hence, c1 + c2 decrypts to 0. Similarly,  
if m1 ≠ m2, this is an odd number, and c1 + c2 decrypts 

to 1, as required. We can check in much the same  
way that the product c1 c2 = (q1q2p + 2q1r2 + q1m2 + 
2q2r1 + q2r1)p + 2(2r1r2 + r1m2 + r2m1) + m1m2 is  
a valid encryption of m1 AND m2.

Unfortunately, the scheme described above is not 
quite a fully homomorphic encryption scheme yet; it 
only satisfies the weaker property of being ‘some-
what homomorphic’. The problem is that whenever a 
homomorphic XOR and especially AND operation is 
carried out, that noise value within the ciphertext 
grows (its size roughly doubles with each AND gate). 
If too many such homomorphic operations are carried 
out, at some point the noise value becomes larger than 
p, at which point it becomes impossible to ensure cor-
rect decryption anymore (Fig. 3). Therefore, the 
scheme we just described does not support the homo-
morphic evaluation of arbitrary functions, but only of 
those functions which, when represented as a Bool-
ean circuit, consist of only a limited number of suc-
cessive levels of AND gates (hence the name some-
what homomorphic encryption). To overcome this 
problem and enable the homomorphic evaluation of 
arbitrary functions, it is necessary to devise a proce-
dure to reduce the noise within a ciphertext to some 
extent. One of the key insights of Gentry’s work is a 
technique called bootstrapping for exactly that 
purpose. Applying that technique after each AND 

Fig 3.   Bootstrapping for fully homomorphic encryption.

Freshly encrypted ciphertext …

…

…

…

…

Ciphertext (millions of digits)
Size of integer p (about 600 digits)

Noise

After bootstrapping Reduced noise

Noise (after 1
multiplication)After 1 multiplication:

noise size x 2

After 2 multiplications:
noise size x 4

After 3 multiplications:
noise size x 8

Noise (after 2 multiplications)

Noise (after 3 multiplications) exceeds p: decryption fails

B
oo

ts
tr

ap
pi

ng



� NTT Technical Review

Feature Articles

gate makes it possible to evaluate arbitrary Boolean 
circuits, and hence, to obtain proper fully homomor-
phic encryption.

However, the resulting scheme is very inefficient. 
Even if we consider the somewhat homomorphic 
scheme, we see that a ciphertext of several million 
digits is needed to encrypt a single bit; in other words, 
ciphertexts are millions of times larger than the cor-
responding plaintexts, and homomorphic operations 
corresponding to simple XOR and AND gates involve 
arithmetic on huge integers, requiring both a large 
amount of memory and lengthy computations. Using 
bootstrapping to turn the scheme into a fully homo-
morphic one further reduces the efficiency by a con-
siderable extent. Consequently, something has to be 
done to approach practical levels of efficiency.

4.   Contributions of NTT

Obtaining more practical constructions of fully 
homomorphic encryption over the integers is one of 
our research topics at the NTT Secure Platform Labo-
ratories. We face three main challenges that hold back 
the performance of fully homomorphic encryption 
over the integers. The first one is ciphertext expan-
sion; as described above, ciphertexts consist of mil-
lions of digits for every single message bit. The sec-
ond one is the overhead of homomorphic evaluation; 
evaluating an operation as simple as a bitwise AND 
requires carrying out exact arithmetic on huge inte-
gers, which is slow. This problem is further com-
pounded by bootstrapping, which makes each homo-
morphic operation considerably costlier. The third 
bottleneck is the size of the public key and of public 
parameters. So far, we have described a secret key 
encryption scheme, but many applications such as 
anonymous data processing require public key 
encryption. The conversion from secret key to public 
key for a fully homomorphic scheme can be done in 
a relatively straightforward manner (it is sufficient to 
publish a large number of encryptions of 0), but this 
results in a prohibitively large public key. Moreover, 
the bootstrapping method requires publishing very 
large public parameters for homomorphic evaluation, 
even for secret key schemes.

Until 2012, we mainly tackled the first and third of 
those problems, and by introducing novel techniques 
to compress public keys and ciphertexts, as well as a 
nonlinear optimization of the encryption algorithm, 
we were able to obtain major efficiency improve-
ments. Public keys and parameters, in particular, 
went from a size so large that they would barely fit in 

an entire datacenter, as in the original construction by 
van Dijk et al., down to only a few megabytes. This 
increased the speed considerably, as less data had to 
be processed for homomorphic evaluation, enabling 
us to obtain a proof of concept implementation exe-
cutable in reasonable time on an ordinary computer 
[2].

In 2013, we proposed yet another fully homomor-
phic encryption scheme over the integers offering 
dramatic improvements to both ciphertext expansion 
and homomorphic evaluation overhead at the same 
time [3]. The key idea was to pack multiple message 
bits m1, …, mn into a single ciphertext in such a way 
that all of these bits could be processed in parallel 
during homomorphic evaluation (Fig. 4). To do so, 
we use several odd numbers p1, …, pn as the secret 
key, and we encrypt the multi-bit message (m1, …, 
mn) as an integer c obtained as a multiple of the prod-
uct p1…pn plus some noise chosen in such a way that 
the remainder of the Euclidean division of c by pi is 
of the form 2ri + mi. The Chinese remainder theorem 
ensures that we can compute such a c, and that the 
sum and product of two of these ciphertexts respec-
tively encrypt the bitwise XOR and AND of the cor-
responding multi-bit messages. Putting these many 
message bits together in a single ciphertext and pro-
cessing them homomorphically in parallel yield the 
expected efficiency improvements in terms of cipher-
text expansion and homomorphic evaluation com-
plexity. More recently, we proposed a further major 
improvement by adapting to fully homomorphic 
encryption over the integers a technique, originally 
conceived for a different type of schemes, to avoid the 
use of the expensive bootstrapping method when 
evaluating arbitrary functions homomorphically [4]. 
With that technique, homomorphic AND operations 
only increase the size of ciphertext noise by a small 
fixed amount instead of doubling it every time. As a 
result, with a suitable choice of parameters, it 
becomes possible to evaluate any given Boolean cir-
cuit homomorphically and still ensure that the noise 
size does not exceed the limit of correct decryption, 
making bootstrapping unnecessary. The new results 
from 2013 alone enabled us to improve the speed of 
fully homomorphic encryption of integers by about 
two orders of magnitude, and to obtain the world’s 
fastest homomorphic evaluation of the AES (Advanced 
Encryption Standard) block cipher in about 20 sec-
onds per block on a standard personal computer with 
no compromise on security. This level of performance 
already makes homomorphic processing of small 
amounts of data practical and enables us to envision 
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more ambitious applications in the near future.

5.   Further work

Going forward, we intend to maintain our status as 
one of the world’s top research groups investigating 
fully homomorphic encryption and to continue to 
innovate with the goal of achieving still more practi-
cal levels of efficiency. Since ciphertext compression 
techniques and other optimizations that were devel-
oped for earlier variants of fully homomorphic 
encryption over the integers cannot be used with our 
current best scheme, further efficiency improvements 
are now mainly hampered by memory requirements. 
Our first objective is to overcome that problem, so as 
to make the homomorphic processing of larger 
amounts of data practical. We will also move forward 
with research on cryptographic multilinear maps, 
another cutting-edge cryptographic technique with 
very important applications, the most prominent of 
which is certainly general program obfuscation. Mul-
tilinear maps share a number of structural similarities 
with fully homomorphic encryption; this has allowed 
us to propose a new way of constructing them, as well 
as the first ever implementation of a multilinear map-
based protocol.
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1.   Introduction

We can make arm movements to grasp a cup, 
manipulate a computer with a mouse, or hit a moving 
fastball. These motor functions are achieved entirely 
by our brain’s information processing system. Gain-
ing a deep understanding of the brain mechanisms of 
human motor behaviors is fundamental in order to 
design user-friendly interactive human-machine 
interfaces using future information technologies.

Humans perform various visually guided actions in 
daily life. To perform movements that involve reach-
ing the arm toward a visual target, we have to look at 
the target and then detect its location relative to the 
hand. In this situation, gaze behavior should be coor-
dinated with hand movements in a spatiotemporally 
appropriate manner. Furthermore, visual information 
that falls on the retina is integrated with other sensory 
information related to gaze direction, head orienta-
tion, or hand location, so as to be transformed into 
desired muscle contractions. These cooperative 
aspects of gaze and hand systems are referred to as 
eye-hand coordination (discussed in detail in section 

2.1). 
In addition to eye-hand coordination, one important 

aspect of our daily actions is dynamic interaction 
with the external world. Consider playing tennis as an 
example. Tennis players have to run and hit the ball 
even though its flying trajectory irregularly changes. 
In this dynamic situation, the players must correct 
their reaching trajectory as quickly as possible in 
response to unpredictable perturbations such as a 
sudden shift of the target or body movement. The 
reaching correction of movement midflight is medi-
ated by an online feedback controller (discussed in 
detail in section 2.2). 

Based on the fact that the hand and eye always 
move cooperatively in our daily lives [1], both motor 
systems seem to be tightly coupled with each other 
during online feedback control. However, until now 
this issue had not been sufficiently addressed in 
related research fields despite its importance. In this 
article, we review recent studies on eye-hand coordi-
nation and online feedback control in section 2. In 
section 3, we introduce our experimental studies on 
eye-hand coordination during online feedback  

Regular Articles

Understanding the Coordination 
Mechanisms of Gaze and Arm 
Movements
Naotoshi Abekawa and Hiroaki Gomi

Abstract
We report on the coordination mechanisms of gaze and arm movements in the visuomotor control 

process. The brain information-processing mechanisms underlying the eyes, arms, and their coordinated 
movements need to be understood in order to design sophisticated and user-friendly interactive human-
machine interfaces. In this article, we first review the experimental research on visuomotor control, 
primarily from the viewpoints of eye-hand coordination and online feedback control. Then, we introduce 
our recent experimental studies investigating the eye-hand coordination mechanism during online 
feedback control. The experimental results provide evidence that reaching corrections that are rapidly 
and automatically induced by visual perturbations are influenced by changes in gaze direction. These 
results suggest that an online reach controller closely interacts with gaze systems. 

Keywords: visuomotor control, eye-hand coordination, online feedback control



Regular Articles

Vol. 12 No. 7 July 2014 �

control. We conclude the article in section 4.

2.   Background

2.1   Eye-hand coordination
We discuss eye-hand coordination in terms of two 

aspects. The first aspect is the spatiotemporal coordi-
nation of gaze and reaching behaviors. These behav-
iors were observed in an experimental task where 
participants looked at and reached toward a desig-
nated target. The arm movements in such a task are 
typically preceded by a rapid movement of the eye to 
the target, called a saccade. Saccadic eye movement 
before the hand reaction can provide some crucial 
information on the hand motor system, for example, 
visual information, target representation, or motor 
commands [2]. Indeed, several studies have found 
that eye movements affect concurrent hand move-
ments such as reaction time, initial acceleration, or 
final position [3]–[6]. In addition, saccades and hand 
reaction times are temporally correlated with each 
other, suggesting that both motor systems share a 
common neural processing [7], [8]. Meanwhile, it is 
known that arm-reaching movements can also affect 
gaze systems. The reaction time of a saccade differs 
between when it was made with an arm-reaching 
movement and when it was made without such a 
movement [9], [10]. In addition to this temporal 
effect, arm-reaching movement affects the landing 
point of each saccade, while saccades track unseen 
arm-reaching movements from the participant [11]. 
These findings suggest that the hand and eye motor 
systems interact with each other in visually guided 
reaching actions. 

The second point regarding eye-hand coordination 
is coordinate transformation from visual to body 
space. When making an arm-reaching movement, the 
brain should code the locations of both the target and 
the hand in a common frame of reference so as to 
compute the difference vector from the hand to the 
target. The classical ideas on this topic suggest that 
body-centered coordinates are utilized for this com-
mon reference frame [12], [13]. That is, visual infor-
mation about the target location on the retina is trans-
formed into body-centered coordinates by integrating 
the target location on the retina with the eye orienta-
tion in the orbit, the head rotation relative to the 
shoulder, and the arm posture. However, more recent 
behavioral, imaging, and neurophysiological studies 
have revealed that the locations of the target and hand 
are represented in a gaze-centered frame of reference, 
and the posterior parietal cortex (PPC) is involved in 

constructing this representation [14]–[17]. The dif-
ference vector between hand and target is also com-
puted using this gaze-centered representation [18]. 
The gaze-centered representation of the target and 
hand should be updated quickly depending on each 
eye movement, and this updating process is called 
spatial remapping. This spatial remapping was found 
to occur predictively before the actual eye movement 
using oculomotor preparatory signals [19].

2.2   Online feedback control
Online feedback control in visuomotor processing 

has been investigated using a visual perturbation 
paradigm since the 1980s [20]–[22]. In this experi-
mental paradigm, the location of the reaching target 
changed unexpectedly during a reaching movement. 
The results showed that participants can adjust their 
reaching trajectories rapidly and smoothly in response 
to such shifting targets. Interestingly, the reaction 
latency of this online correction is 120–150 ms after 
the target shift, which is much quicker compared to 
that for voluntary motor reactions to a static visual 
target (more than 150–200 ms) [23]. Furthermore, 
this correction can be initiated even when the partici-
pant is not aware of the target shift [24]. These results 
suggest that the online reaching correction to the tar-
get shift is mediated by reflexive mechanisms that 
differ from the mechanism underlying the voluntary 
motor reaction to a static visual target [25]. Patient 
[26], [27], transcranial magnetic stimulation [28], 
and imaging [29], [30] studies have found that the 
PPC plays a significant role in producing this rapid 
and reflexive online reaching correction.

As mentioned in the Introduction, we have to 
respond not only to external changes (i.e., target 
shifts) but also to our own body movements. When 
such body movements occur, the eyes on the head 
frequently receive background visual motion that is 
opposite that of the body movement. This can be eas-
ily understood if we consider a hand-held video cam-
era. Since our hands usually shake during recording, 
the visual image on the screen of the camera moves in 
the opposite direction from our hand movements. 
This fact suggests that visual motion can be utilized 
to control reaching movements against the body 
movement. Indeed, this theory is supported by sev-
eral studies [31]—[34]. In these studies, a large-field 
visual motion was presented on a screen during a 
reaching movement. The results showed that the 
reaching trajectory shifted rapidly (100–150 ms) and 
unintentionally toward the direction of visual motion. 
This is known as a manual following response (MFR). 
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Several studies have shown the functional signifi-
cance of the MFR by observing the reaching accuracy 
when visual motion and actual perturbations to the 
participants’ posture were introduced simultaneously 
[32], [35]. The computational and physiological 
mechanisms underlying the MFR have not yet been 
fully elucidated; however, it is thought that some cor-
tical areas related to visual motion processing such as 
the middle temporal or the medial superior temporal 
areas contribute to generating the MFR [36]. 

3.   Eye-hand coordination in online  
feedback control

Although eye-hand coordination has been exam-
ined widely as described in the previous section, the 
experimental task used in those studies was restricted 
to a reaching movement from a static posture toward 
a stationary target. Therefore, the previous studies 
focused mainly on the coordination mechanism dur-
ing the motor planning process. However, during the 
execution of reaching, it is necessary to correct reach-
ing trajectories rapidly in response to unexpected 
perturbations. Visually guided online corrections 
would be mediated by the reflexive mechanism 
described in section 2.2. In this section, we describe 
our recent experimental studies, which focused on the 
eye-hand coordination mechanism during online 
visuomotor control.

3.1   �Eye movements and reaching corrections 
with a target shift

We observed eye movements and online reaching 

correction when a target was shifted during the reach-
ing movement [37]. The experimental apparatus is 
shown in Fig. 1(a). Participants (n = 17) made a 
reaching movement in a forward direction on a digi-
tizer while holding a stylus pen. The pen location was 
presented on the monitor as a black cursor. At the start 
of each trial, participants placed the cursor into the 
start box (a square at the bottom of the monitor) while 
maintaining eye fixation on the central fixation cross 
(Fig. 1(b)). Then, a reaching target was presented 
over the fixation cross, cuing participants to initiate 
reaching (distance: 22 cm, duration: 0.6 s). In ran-
domly selected trials, the target shifted 7.6 cm right-
ward (32/96 trials) or leftward (32 trials) 100 ms after 
the reaching initiation. In target-jump trials, partici-
pants were required to make smooth online reaching 
corrections to the new target location as quickly as 
possible. In the remaining 32 trials, the target was 
kept stationary, and participants continued to reach 
toward the original target location. 

To examine the effect of gaze behavior on the 
reaching correction, we conducted this reaching task 
under two gaze conditions: saccade (SAC) or fixation 
(FIX). In the SAC condition, participants had to make 
the reaching correction with a saccadic eye move-
ment to the new target location, whereas in the FIX 
condition, participants made the reaching correction 
while maintaining eye fixation on the central fixation 
cross (i.e., the original target location). Each gaze 
condition was run in separate blocks of 48 trials.

Reaching trajectories obtained by a typical partici-
pant in the SAC condition are shown in Fig. 2(a). The 
trajectory deviated smoothly during a reach according 

Fig. 1.   Experimental paradigm in first study.
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to the direction of the target shift. To evaluate the 
initiation of the reaching correction in more detail, 
we calculated x-hand accelerations (the axis along 
the target shift), which are temporally aligned at the 
onset of the target shift (Fig. 2(b)). The hand response 
corresponding to each direction of the target shift 
rapidly deviated about 150 ms after the target shift. 
The response latency of the reaching correction and 
saccade is indicated by a filled (143 ms) and open 
triangle (187 ms), respectively. This temporal rela-
tionship (reaching correction that preceded saccade 
initiation) was obtained for all the participants. Hand 
and eye latencies for all trials across all participants 
are plotted in Fig. 2(c). Most of the data (81.6%) fell 
above the diagonal line, indicating that the reaching 
correction was usually initiated prior to the onset of 
the eye movement. This temporal difference was sta-
tistically significant in a paired t-test (p < 0.001), as 
shown in Fig. 2(d).

The hand-first and eye-second pattern observed in 
this study indicates that the online reaching correc-
tion can be initiated by peripheral visual information 
before the eye movement. This temporal order differs 
completely from that reported in conventional eye-
hand tasks. The eye-first and hand-second pattern in 
the conventional task indicates that the reaches initi-
ated from a static posture rely on the central visual 
information. A recent imaging study has shown that 
compared with central reaching, peripheral reaching 
involved an extensive cortical network including the 
PPC [38]. Thus, these findings again support the idea 
that distinct brain mechanisms are involved between 
motor planning for the voluntary reaching initiation 
and online feedback control during the motor execu-
tion. 

We next investigated the dependence of the reach-
ing correction on saccadic eye movements. Firstly, 
we observed that the initiation of the reaching correc-
tion was temporally correlated with saccade onset 
(correlation coefficient = 0.39, p < 0.001, Fig. 2(c)). 
Correlation was significant (p < 0.05) in 13 and mar-
ginally significant (p < 0.1) in 1 out of 17 participants. 
Secondly, we found that the latency of the reaching 
correction changed according to the gaze conditions. 
The reaching correction was significantly (p < 0.05) 
faster for the SAC than for the FIX condition, as 
shown in Fig. 2(e). 

The correlation finding indicates that the hand and 
eye control systems do not act independently; rather, 
they share common processing at some stage. Fur-
thermore, the dependence of the reaching correction 
on the gaze condition suggests that the hand and eye 

motor system interacts closely even during the online 
feedback control. Since a saccade was not yet initi-
ated when the reaching correction started, the change 
in hand latency cannot be ascribed to any changes in 
visual or oculomotor signals obtained after the actual 
eye movements. Our findings imply that an online 
reaching controller interacts with oculomotor 

Fig. 2.   Results of first study.
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preparation signals before the actual eye move-
ments.

3.2   �Gaze direction and reaching corrections to 
background visual motion 

This study focused on reaching corrections induced 
by visual motion (MFR). In this case, visual motion 
that was applied during the reaching did not induce 
explicit eye movements. Thus, to address the mecha-
nism of eye-hand coordination, we examined the 
effect of gaze direction on MFR [39]. Gaze direction 
relative to the reaching target is known to be a key 
feature in constructing gaze-centered spatial repre-
sentation, as described in section 2.1. 

The experimental apparatus is shown in Fig. 3(a). 
Participants (n = 6) were seated on a chair in front of 
a back-projection screen. The participants were asked 
to make a reaching movement in a forward direction 
(distance of about 39 cm) toward a 1 cm2 piece of 
rubber. The target and the participant’s hand were 
completely occluded from view. The time course of a 
single trial is shown in Fig. 3(b). At the start of each 

trial, participants touched the target location to con-
firm its location. Then, participants pressed a button 
followed by the presentation of a stationary random 
checkerboard pattern and a fixation marker. After the 
eye fixation marker was presented, beep sounds were 
made to cue participants to initiate a reaching move-
ment while maintaining the eye fixation. In randomly 
selected trials, a background visual stimulus moved 
upward (16/48 trials) or downward (16 trials) for  
500 ms shortly after the reaching initiation. In the 
remaining 16 trials, the visual stimulus was kept sta-
tionary. Participants were asked to reach toward the 
target location regardless of whether or not the visual 
motion was presented. 

Participants performed this reaching task under 
four gaze-reaching configurations (0, 20, 40, and 
60°), as shown in Fig. 3(c). In the 0° condition (left 
panel in Fig. 3(d)), the head was oriented straight 
ahead, and the screen was located in front of the par-
ticipants. In this condition, the gaze direction matched 
the target location. In the 60° condition (right panel in 
Fig. 3(d)), the head was rotated 60° to the left, and the 

Fig. 3.   Experimental paradigm in second study. 
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screen location changed so that the visual stimuli on 
it were presented to participants in the same way in 
the four gaze conditions. In this condition, the gaze 
direction was away from the reaching target. Thus, in 
the 20° and 40° conditions, the rotation angle was 20° 
and 40°, respectively. In all the conditions, partici-
pants made the same reaching movements toward the 
identical target location. Therefore, this paradigm 
allows us to examine the effect of gaze-reach coordi-
nation on the online manual response to the visual 
motion.

Typical reaching trajectories in the 0° condition 
(two participants: P1 and P2) are shown in Fig. 4(a). 
When the background visual stimulus moved during 
a reaching movement, the reaching trajectory deviat-
ed in the direction of visual motion (blue line for 
upward and red line for downward). This reflexive 
MFR was observed in all participants. To analyze the 
response in more detail, we calculated the hand accel-
erations (acc.) along a z-axis (the direction of visual 
motion) that were temporally aligned at the onset of 
visual motion (Fig. 4(b) with the same participants as 
in Fig. 4(a)). We obtained the difference in the hand 
acceleration between the upward and downward 
visual motions. This temporal difference for the 0° 
and 60° conditions is shown in Fig. 5(a) (data for P1). 
Interestingly, the manual response was larger for the 
0° condition than for the 60° condition even though 
the identical visual motion was applied in both condi-
tions. We quantified the response amplitude by esti-
mating the mean response between 100 and 200 ms 

after the onset of visual motion (black solid line in  
Fig. 5(a)). A comparison of the response amplitudes 
averaged across participants for all gaze conditions 
(0, 20, 40, and 60°) is given in Fig. 5(b). The MFR 
was largest for the 0° condition, and the response 
amplitude significantly decreased as the gaze direc-
tion deviated from the reaching target (ANOVA 
(analysis of variance), p < 0.05). 

These results indicate that the automatic manual 
response induced by visual motion is modulated flex-
ibly by the spatial relationship between gaze and 
reaching target. This spatial relationship is computed 
by the gaze-centered target representation, which is 
constructed in the PPC during reach planning. The 
MFR gain modulation that is based on the gaze-reach 

Fig. 4.   Results of second study.
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coordination can be associated with our natural 
behavior, namely, that we usually gaze at the reach 
target when highly accurate reaching is required. 
Thus, we infer that visuomotor gain for the online 
reaching correction is functionally modulated by the 
gaze-reach coordination. 

4.   Conclusion

We investigated mechanisms of eye-hand coordina-
tion during online visual feedback control. When a 
target shift or background visual motion is applied 
during reaching, rapid and reflexive online correc-
tions can occur. Our studies provide experimental 
evidence that the online controller for arm reaching 
interacts closely with gaze systems. 

The first study showed that the reaching correction 
to the target shift was temporally correlated with sac-
cade onset and changed according to the gaze behav-
ior that started after the initiation of reach correction. 
This suggests that an online reaching controller inter-
acts with gaze signals related to planning eye move-
ments. The second study revealed that the amplitude 
of the reaching correction to the visual motion 
changed according to the spatial relationship between 
gaze and the reach target. This suggests that the 
visuomotor gain for the reflexive online controller is 
functionally modulated by the eye-hand coordina-
tion. 

Eye-hand coordination is a basic aspect of visually 
guided motor actions that occur frequently in our 
daily lives. In addition, quick online motor correc-
tions are one of the bases supporting our skillful 
motor actions in dynamic environments. Thus, we 
believe that understanding the brain mechanisms 
underlying these visuomotor functions will provide 
important guidelines on how to develop user-friendly 
human-machine interfaces in the near future.
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1.   Introduction

Mobile wireless communication systems must now 
offer higher bit rates because of the increasingly 
widespread use of smartphones and tablet terminals. 
Mobile wireless communication systems such as cel-
lular networks commonly utilize multiple frequency 
bands to achieve high system capacity. In addition, 
cellular systems use a sector configuration to improve 
frequency efficiency [1].

A conventional sector antenna is shown in Fig. 1. It 
has a radiator and metal reflector for each frequency 
band used in mobile wireless communication sys-
tems. As these systems begin handling more frequen-
cy bands, it is expected that the increased number of 
antennas and the larger space needed for these sys-
tems will become a problem.

2.   Multiband sector antenna employing multiple 
metamaterial reflectors

NTT Access Network Service Systems Laborato-
ries is developing a small-volume multiband sector 
antenna employing multiple metamaterial reflectors. 
Metamaterial reflectors have a periodic structure and 
consist of dielectric rods. They also have electromag-
netic band gap (EBG) characteristics, meaning that 
they can reflect/transmit electromagnetic waves 
according to the frequency band [2]. The EBG char-

acteristics enable the reflectors to act as a band-stop 
filter or a band-pass filter.

The concept of the proposed N-band sector antenna 
employing N metamaterial reflectors and a multiband 
radiator is shown in Fig. 2(a). The center frequency 
of the desired frequency band is defined as fn (f1 > f2 

> … > fN). Metamaterial reflector #n reflects the elec-
tromagnetic waves of fn similarly to the way a metal 
reflector does. On the other hand, metamaterial 
reflector #n transmits the electromagnetic waves of 

Regular Articles

Multiband Antenna Employing 
Multiple Metamaterial Reflectors
Hideya So, Atsuya Ando, and Takatoshi Sugiyama

Abstract
NTT Access Network Service Systems Laboratories has proposed and developed a multiband sector 

antenna for mobile wireless communication systems employing multiple metamaterial reflectors and a 
multiband radiator that is suitable for areas with limited space. We present in this article a design for a 
triple-frequency-band antenna that radiates at 800-MHz, 2-GHz, and 4-GHz bands as an example of the 
proposed antenna. 

Keywords: multiband antenna, metamaterial, wireless communication

Fig. 1.   Conventional sector antenna.
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specific frequency bands (fn+1, fn+2, …, fN, N > n) as if 
the reflector was transparent. Each metamaterial 
reflector reflects/transmits different frequency bands, 
so the proposed antenna can radiate multiple fre-
quency bands in an area with a small footprint.

The reflectors are square, and their side lengths are 
indicated by Ln. The distance between the multiband 
radiator and the front surface of each metamaterial 
reflector is sn, as shown in Fig. 2(b). Metamaterial 
reflector #N, which is furthest from the multiband 
radiator, can be implemented as a metal reflector in 
the proposed antenna.

The proposed concept yields better design pros-
pects than those of other design concepts because 
when the reflected frequency bands change or the 
number of frequency bands increases, we only need 
to change the EBG bands or increase the number of 
metamaterial reflectors in the proposed antenna to 
adapt to the situation.

3.   Woodpile metamaterial

We applied woodpile metamaterial [3] to the reflec-
tors of the proposed multiband sector antenna. The 
woodpile metamaterial structure consists of layers of 
dielectric rods and is illustrated in Fig. 3. The rods 
have a base of wn1 × wn2, where wn1 is the rod depth 
along the X-axis, and wn2 is the rod width along the 
Y- and Z-axes. Layer B (D) is at right angles to layer 
A (C) in space, and the woodpile metamaterial con-

sists of four layers of rods. The spacing between rods 
in each layer is indicated by an. The rods in layer C 
(D) are set to the spacing of half of an from the rods 
of layer A (B).

4.   Triple-frequency-band antenna

We fabricated a triple-frequency-band sector anten-
na with the same 90° beamwidth that radiates at  
800 MHz, 2 GHz, and 4 GHz in order to verify the 
concept of the proposed antenna [4]. The prototype  
is shown in Fig. 4. The triple-frequency-band sector 
antenna comprises a multiband radiator, metamate-
rial reflector #1 (reflects electromagnetic waves  
at 4 GHz), metamaterial reflector #2 (reflects electro-
magnetic waves at 2 GHz), and a metal reflector 
(reflects electromagnetic waves at 800 MHz). The 
multiband radiator is separated from the reflectors by 
distance sn, which is a quarter of the wavelength of 
each frequency band. That is, s1 = 18.8 mm, s2 = 
37.5 mm, and s3 = 93.8 mm. The multiband radiator 
consists of a biconical antenna and a dual-band sleeve 
dipole antenna [5].

The metamaterial reflectors consist of ceramic rods 
with a relative permittivity of 9.6 and a loss tangent 
of 3.5 × 105. The parameters of both metamaterial 
reflectors are w11 = 4.7 mm, w12 = 8.6 mm, a1 = 
37.5 mm, w21 = 14.1 mm, w22 = 14.6 mm, and a2 = 
75.0 mm. The side lengths of the reflectors are L1 = 
83.6 mm, L2 = 164.6 mm, and L3 = 375.0 mm.

Fig. 2.   �Concept of multiband sector antenna employing multiple metamaterial reflectors.
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The EBG characteristics of the metamaterial reflec-
tors are plotted in Fig. 5. It should be noted that each 
EBG characteristic corresponds only to the respective 
metamaterial reflectors. The center frequencies of the 
EBG band in the measurements and the electromag-

netic field simulations are in good agreement. A finite 
array was used in the measurements, and consequent-
ly, the transmission characteristics degraded in com-
parison to those in the electromagnetic field simula-
tions in which an infinite array was considered.

The radiation patterns on the horizontal plane for 
each frequency band are shown in Fig. 6. The pro-
posed antenna has excellent directivity in each fre-
quency band, and the measurement results match the 
electromagnetic field simulation results well. The 
beamwidth for each frequency band is indicated in 
Table 1. The proposed antenna achieves a beamwidth 
of approximately 90° at 800 MHz, 2 GHz, and 4 GHz, 
as designed.

5.   Summary

We developed a novel multiband sector antenna 
employing multiple metamaterial reflectors and a 
multiband radiator for a sector antenna in mobile 
wireless communication systems. A triple-frequency-
band sector antenna that radiates at 800-MHz, 2-GHz, 
and 4-GHz bands was designed, and a prototype was 
fabricated. We clarified the feasibility of the proposed 
small-footprint antenna in measurements and simula-
tions.

Fig. 3.   Woodpile metamaterial structure.

(a) Perspective view (b) Side view

an

wn2

an /2

an /2

an /2

an

an

wn2

wn2

wn1

wn1

Dn

X

Z

Y

Layer A

X

Z

Layer B

Layer C

Layer D

Fig. 4.   Prototype antenna.

375 mm

Multiband radiator

Metamaterial reflector #1

Metamaterial reflector #2

Metal reflector



Regular Articles

Vol. 12 No. 7 July 2014 �

References

[1]	 K. Cho, R. Yamaguchi, and H. Jiang, “Base Station and Terminal 
Antenna Technologies Required for Next Generation Mobile Com-
munication Systems,” IEICE Transactions on Communications, Vol. 
J91-B, No. 9, pp. 886–900, 2008 (in Japanese).

[2]	 G. S. Smith, M. P. Kesler, and J. G. Maloney, “Dipole Antennas Used 
with All-dielectric, Woodpile Photonic-bandgap Reflectors: Gain, 
Field Patterns, and Input Impedance,” Microwave and Optical Tech-
nology Letters, Vol. 21, No. 3, pp. 191–196, May 1999.

[3]	 E. Ozbay, A. Abeyta, G. Tuttle, M. Tringides, R. Biswas, T. Chan, C. 
M. Soukoulis, and K. M. Ho, “Measurement of a Three-dimensional 
Photonic Band Gap in Crystal Structure Made of Dielectric Rods,” 
Physical Review B, Vol. 50, No. 3, 1945–1948, July 1994.

Fig. 5.   EBG characteristics of woodpile reflectors.

−30

−25

−20

−15

−10

−5

0

0 1 2 3 4 5 6

T
ra

ns
m

is
si

on
 p

ow
er

 (
dB

)

Frequency (GHz)

Simulation

Metamaterial
reflector #2

(Reflects at 2 GHz)
Metamaterial
reflector #1

(Reflects at 4 GHz)

w11 = 4.7 mm
w12 = 8.6 mm
a1 = 37.5 mm
w21 = 14.1 mm
w22 = 14.6 mm
a2 = 75.0 mm

Measurement

Fig. 6.   Radiation patterns of proposed antenna on horizontal plane.

(a) 800 MHz (b) 2 GHz (c) 4 GHz

−30

−20

−10

0

10

−30

−20

−10

0

10

−30

−20

−10

0

10
X

Y
(dBi)

X

Y
(dBi)

X

Y
(dBi)

Simulation
Measurement

Simulation
Measurement

Simulation
Measurement

Table 1.   �Beamwidth for each frequency band in 
horizontal plane.

800 MHz 2 GHz 4 GHz

Simulation 94° 90° 90°

Measurement 98° 103° 89°



Regular Articles

� NTT Technical Review

[4]	 H. So, A. Ando, T. Seki, M. Kawashima, and T. Sugiyama, “Direc-
tional Multi-band Antenna Employing Woodpile Metamaterial with 
the Same Beamwidth,” Proc. of the 2013 IEICE General Conference, 
B-1-148, March 2013 (in Japanese).

[5]	 Y. Kanda, M. Ishikawa, S. Kon, and T. Haga, “Development of Mul-
tiband Antenna for Indoor Small Power,” Proc. of the 2013 IEICE 
Society Conference, B-1-142, September 2013 (in Japanese).

Takatoshi Sugiyama
Senior Research Engineer, Supervisor, Group 

Leader, NTT Access Network Service Systems 
Laboratories.

He joined NTT in 1989 and has conducted 
R&D on forward error correction, interference 
compensation, CDMA, and MIMO-OFDM tech-
nologies for wireless communication systems 
such as satellite, wireless LAN, and cellular sys-
tems. He is currently responsible for the R&D of 
intelligent interference compensation technolo-
gies, radio propagation modeling, and multiband 
antenna design for future wireless communica-
tion systems. He currently serves as the Vice 
Chair of the Technical Committee on Satellite 
Communications in IEICE. He is a senior mem-
ber of IEICE and a member of IEEE.

Hideya So
Engineer, NTT Access Network Service Sys-

tems Laboratories.
He received the B.E. from Tokyo University of 

Science in 2009 and the M.E. from Tokyo Insti-
tute of Technology in 2011. He joined NTT 
Access Network Service Systems Laboratories in 
2011 and has been engaged in research and 
development (R&D) of antennas for future wire-
less access systems. He is a member of the 
Institute of Electronics, Information, and Com-
munication Engineers (IEICE) and the Institute 
of Electrical and Electronics Engineers (IEEE).

Atsuya Ando
Research Engineer, NTT Access Network Ser-

vice Systems Laboratories.
He received the B.S. in electronic engineering 

from Kitami Institute of Technology, Hokkaido, 
in 1988, the M.S. in information engineering 
from Hokkaido University in 1990, and the Dr. 
Eng. in system information engineering from 
Tsukuba University, Ibaraki, in 2013. Since join-
ing NTT Wireless Systems Laboratories in 1990, 
he has been researching and developing personal 
and base station antennas for wireless mobile 
communication systems. From 2000 to 2003, he 
was with the ATR Adaptive Communications 
Research Laboratories in Kyoto, where he was 
involved in analyzing antennas for wireless ad-
hoc network systems. He is currently engaged in 
R&D of base station antennas using metamateri-
als. He is a member of IEICE and IEEE.



� NTT Technical Review

1.   Introduction

As societies have continued to age in recent years, 
it has become more important to deal with societal 
issues in the medical field such as increasing medical 
costs and shortages of doctors and other aspects of the 
medical services system. This applies not only to 
Japan, with its relatively aged population, but also to 
other regions, including developing countries. Antici-
pation of e-health, utilizing ICT (information and 
communication technology), is increasing as a strat-
egy for addressing this.

The International Telecommunication Union (ITU), 
in cooperation with the World Health Organization 
(WHO), established the Joint ITU & WHO mHealth 
Initiative for Non-communicable Diseases (NCDs) in 
October 2012. The main objectives were to investi-
gate the proactive use of mobile phones in developing 
countries for sufferers of NCDs such as cancer and 
diabetes and to stimulate international cooperation 
and verification activities. ITU-T (ITU-Telecommu-
nication Standardization Sector) also agreed on reso-
lution 78, Information and communication technolo-
gy applications and standards for improved access to 
e-health services, at the November 2012 WTSA-12 
(World Telecommunication Standardization Assem-
bly) general meeting, the goals of which were to give 
higher priority to the medical field and accelerate 
cooperative efforts with standardization organiza-
tions such as WHO.

The ITU-T Focus Group on Machine-to-Machine 
Service Layer (FG-M2M) discussed in this article 

established a venue for studying M2M technology 
focused on the e-health domain. It held 12 meetings 
between April 2012 and December 2013. This article 
discusses the objectives and status of the FG-M2M 
and gives an overview of the working group structure 
and results documents.

2.   Meeting overview

2.1   Objectives
The objectives of the FG-M2M, as described below, 

are defined in its Terms of Reference (ToR), in order 
to avoid duplicating work done by other standardiza-
tion organizations, and to clarify its contribution to 
the field of e-health, among other things. The specific 
objectives are to:

•	� Collect and document information from the 
global M2M community and from vertical mar-
ket entities on current activities and technical 
specifications including requirements, use cases, 
and service and business models.

•	� Draft technical reports to support the develop-
ment of APIs (application programming inter-
faces) and protocols to enable M2M services and 
applications, focusing initially on services and 
applications for e-health.

•	� Facilitate and encourage the participation and 
contribution of vertical market stakeholders and 
liaise with other SDOs (standards development 
organizations) to avoid duplication of activities.

•	� Assist in the preparation and conduct of the ITU/
WHO workshop on e-health (26–27 April 2012) 
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with respect to M2M applications and services 
for the health-care sector.

The FG-M2M agreed on the main task of creating 
five results documents (deliverables) that would 
reflect the results of its study. These deliverables are 
described in section 3.

2.2   Meeting status
Twelve meetings were held, with the last one in 

December 2013. Three of these meetings were held 
remotely through teleconferencing. Each meeting 
was managed by a corporate host, and the 12th and 
final meeting was held by the European branch of 
Japan’s NEC Corporation. The number of partici-
pants and documents submitted for each meeting 
ranged widely, but usually about 25 participants from 
about 8 countries (about 6 from Japan) participated, 
and approximately 20 documents were submitted 
(about 5 from Japan). Relatively more of the partici-
pants were from Asian countries, but the meetings 
were internationally diverse, with participants from 
Europe, North America, the Middle East, and Africa. 
This demonstrates the broad international interest in 
M2M and e-health.

3.   WG structure and deliverables

Discussions at the meetings were held in three 
working groups (WGs): WG1 focused on e-health 
Use Cases and Service Models, WG2 on M2M Ser-
vice Layer Requirements and Architecture, and WG3 
on APIs and Protocols. Each WG was responsible for 
creating a deliverable according to its respective 
theme, but meetings were held so that basically all 
participants could participate in all of the WGs, and 
the main proponents were the leaders and editors of 
the deliverables for each WG. An overview of each of 
the deliverables is given below.

3.1   �(D0.1) M2M standardization activity and 
gap analysis in the e-health domain

This deliverable is composed of two main parts. 
The first part describes e-health standardization 
activities. It explains the activities of existing e-health 
standardization organizations and lists the technical 
specifications and reports they have issued. The sec-
ond part describes the technical content of documents 
created by the FG-M2M and analyzes the differences 
between those documents and the documents issued 
by the e-health standardization organizations listed in 
the first part. It also discusses the relationship 
between FG-M2M and the other organizations. The 

analysis in this document will be useful in clarifying 
the overlap and differences with other standard spec-
ifications when creating specifications from other 
deliverables in the future, and we hope that other e-
health standardization organizations will also use 
them to increase awareness of other technical areas 
that have not been standardized.

The investigation covered documents published by 
the following organizations:

•	� CEN TC251 (European Committee for Stan-
dardization, Technical Committee 251)

•	 Continua Health Alliance
•	� DICOM (Digital Imaging and Communications 

in Medicine)
•	� epSOS (European Patients Smart Open Servic-

es)
•	� ETSI (European Telecommunication Standards 

Institute), M2M for use cases
•	 GSMA (Groupe Speciale Mobile Association)
•	 HL7 (Health Level 7)
•	 IHE (Integrating the Healthcare Enterprise)
•	� ISO/IEC (International Organization for Stan-

dardization/International Electrotechnical Com-
mission) TC215

•	 ITU-T (Q2/13 and Q28/16)
•	 M-Health Alliance
•	 WHO

3.2   �(D0.2) M2M ecosystem in the e-health 
domain

This deliverable describes high-level requirements 
by defining terminology and concepts related to e-
health and describing a conceptual model of the e-
health ecosystem using M2M technologies (Fig. 1). 
There are differences in the way similar terms such as 
telehealth, telemedicine, and remote patient monitor-
ing are understood in different countries and regions, 
even among specialists, and much time has been 
spent on reaching a common understanding in meet-
ings. This is an important deliverable because the 
high-level requirements derived from e-health con-
cepts and ecosystems form the basis for content in 
other FG-M2M documents.

3.3   (D1.1) M2M use cases in e-health
This deliverable describes typical use cases for 

M2M technology in the e-health domain. A total of 
ten use cases are described in two main categories: 
those using vital data monitoring sensor terminals 
and server systems, and those using devices other 
than sensors with server systems. The use cases 
described in the document are listed in Table 1.
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3.4   �(D2.1) Requirements and architecture for 
the M2M service layer

This deliverable describes common requirements 
for the M2M service layer and requirements for e-
health system applications. The M2M service layer is 
shown in relation to existing recommendations by 
mapping it to the IoT reference model diagram as 
described in ITU-T Recommendation Y.2060, Over-
view of Internet of Things (IoT) (Fig. 2). The M2M 
service layer requirements use the high-level require-
ments in the D0.2 M2M ecosystem document as a 
starting point, refer to the D1.1 use-case document 

and definitions in documents from other standardiza-
tion organizations, and identify common require-
ments. They also describe architecture and basic 
concepts for reference points. Although a detailed 
study was beyond its scope, it should be useful for 
conducting a detailed study in the future.

3.5   �(D3.1) Overview of M2M service layer APIs 
and protocols

This deliverable gives an overview of APIs and 
protocols desired for the reference points in the archi-
tecture deliverable (D2.1). It gathers information on 

Table 1.   List of use cases.

No. Title of use case 

1 Legacy mass medical examination 

2 Travelling mass medical examination with BAN

3 Remote patient monitoring 

4 Telehealth counseling system 

5 Telehealth management system using NFC e-health device and smartphone 

6 Telehealth system for home care support 

7 Ambient assisted living (AAL) 

8 Easy clinic 

9 Personal healthcare data management 

10 Expert system for sharing medical information/applications

BAN: body area network

Fig. 1.   e-health system overview.
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existing APIs and protocols that are promising for 
application in the M2M service layer, analyzes proto-

col features, and gives protocol structure examples 
(Fig. 3). Analytical tools used in defining requirements 

Fig. 2.   ITU-T M2M service layer (SL) in the IoT reference model.
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Fig. 3.   Example of M2M protocol stacks for e-health application (using gateway).
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for each reference point are also presented in order to 
provide information as a base for studying API and 
protocol specifications in the future.

4.   Reflection and future prospects

Since the inauguration of FG-M2M about two years 
ago, there has been a gap in awareness of M2M and 
e-health between M2M technology members and e-
health specialists, but mutual understanding increased 
as the meetings progressed, and in the end, they were 
able to cooperate in producing the deliverable docu-
ments. In particular, the participants from Japan dis-
cussed issues before each meeting in the e-Health 
Working Party of the Telecommunication Technology 
Committee, as a place for deliberation within Japan, 
and proactively submitted documents to FG-M2M. 
As a result, Japan contributed the most documents as 

well as four of the editors, and led the overall discus-
sion in the meetings.

In the future, plans after FG-M2M will be discussed 
in Study Group 11 (Protocols and Test Specifica-
tions) and the Telecommunication Standardization 
Advisory Group meetings, which are high-level sec-
tions of the FG-M2M, and activities will continue 
toward making recommendations in the related study 
groups.

Anticipation is high from the e-health marketplace, 
and more activity in standardization and promotion 
will be needed in the future. To expand the technical 
domains related to e-health, it will be important to 
cooperate with study groups within ITU-T to create 
recommendations and with medically related organi-
zations such as WHO to create the necessary stan-
dards.
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Papers Published in Technical Journals and 
Conference Proceedings

Resilient Photonic Network Architecture with Plug & play 
Optical Interconnection Technology

T. Sakano, H. Kubota, T. Komukai, T. Hirooka, and M. Nakazawa
Proc. of the 18th OptoElectronics and Communications Confer-

ence (OECC), TuQ3-5, Kyoto, Japan, July 2013.
This paper proposes a resilient photonic network based on digital 

coherent optical transceivers and movable ICT resource units. We 
developed a 100-Gbit/s transceiver for the movable unit and experi-
mentally confirmed its plug & play capability.

  

A Rapidly Restorable Phone Service from Catastrophic 
Loss of Telecommunications Facilities

T. Sakano, S. Kotabe, K. Sebayashi, T. Komukai, H. Kubota, and 
A. Takahara

Proc. of Humanitarian Technology Conference (HTC) 2013, IEEE 
Region 10, TS7, Sendai, Japan, August 2013.

This paper proposes a phone service system which enables us to 
rapidly restore telephone service even under the situation where the 
facilities for ICT services are catastrophically damaged due to a large 
scale disaster. In the proposed system, a movable ICT unit which 
accommodates an IP-PBX function is deployed to a damaged area, 
and it promptly launches a telephone service based on Voice over IP 
(VoIP) and WiFi technologies. Users are able to access the telephone 
service using their own smartphones and telephone numbers; thus, it 
is convenient to use. The authors developed a prototype system and 
performed subjective evaluation experiments by expected users such 

as the employees of telecom companies, local governments, and the 
Japanese government. Through the experimental results, we con-
firmed the effectiveness of the proposed system.

  

Multi-document Summarization Model Based on Redun-
dancy-constrained Knapsack Problem

H. Nishikawa, T. Hirao, T. Makino, Y. Matsuo, and Y. Matsumoto
Journal of Natural Language Processing, Vol. 20, No. 4, pp. 585–

612, September 2013.
In this study, we regard multi-document summarization as a redun-

dancy-constrained knapsack problem. The summarization model 
based on this formulation is obtained by adding a constraint that 
curbs redundancy in the summary to a summarization model based 
on the knapsack problem. As the redundancy-constrained knapsack 
problem is an NP-hard problem and its computational cost is high, we 
propose a fast decoding method based on the Lagrange heuristic to 
quickly locate an approximate solution. Experiments based on 
ROUGE evaluation show that our proposed model outperforms the 
state-of-the-art text summarization model known as the maximum 
coverage model in finding the optimal solution. We also show that 
our decoding method finds a good approximate solution, which is 
comparable to the optimal solution of the maximum coverage model, 
more than 100 times faster than an integer linear programming solv-
er.

  

External Awards

The Commendation for Science and Technology by the 
Minister of Education, Culture, Sports, Science and Tech-
nology—The Young Scientists’ Prize—
Winner: Hajime Okamoto, NTT Basic Research Laboratories
Date: April 15, 2014
Organization: Ministry of Education, Culture, Sports, Science and 
Technology

For “A Study of the Quantum Nanomechanical Sensing Technol-
ogy”.

A new technology that enables highly sensitive mechanical detec-
tion has been developed by the integration of superconductor, optical 
light, and semiconductor low dimensional structures into nanome-
chanical resonators.

Conference on LED and Its Industrial Application (LEDIA 
’14) Young Researcher’s Paper Award
Winner: Ryan G. Banal, NTT Basic Research Laboratories
Date: April 24, 2014
Organization: Conference on LED and Its Industrial Application 
(LEDIA ’14)

For “Nonpolar M-plane AlGaN Deep-UV LEDs”.
We demonstrated stronger deep-UV light emission from nonpolar 

M-plane AlGaN QW LEDs than conventional polar C-plane ones and 
explained their emission properties in terms of optical polarization 
and the quantum-confined Stark effect.
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Nonlinear Modeling and Analysis on Concurrent Amplifi-
cation of Dual-band Gaussian Signals

I. Ando, G. Tran, K. Araki, T. Yamada, T. Kaho, Y. Yamaguchi, and 
K. Uehara

IEICE Trans. on Electronics, Vol. E96-C, No. 10, pp. 1254–1262, 
October 2013.

In a flexible wireless system, nonlinear distortion is increased in its 
wideband power amplifier (PA) because the PA needs to concur-
rently amplify multi-band signals. By taking higher harmonics as 
well as inter- and cross-modulation distortion into consideration, we 
have developed a method to analytically evaluate the adjacent chan-
nel leakage power ratio (ACPR) and error vector magnitude (EVM) 
on the basis of the PA’s nonlinear characteristics. We devised a novel 
method for modeling the PA amplifying dual-band signals. The 
method makes it possible to model it merely by performing a one-
tone test, making use of the Volterra series expansion and the general 
Wiener model. We then use the Mehler formula to derive the closed-
form expressions of the PA’s output power spectral density (PSD), 
ACPR, and EVM. The derivations are based on the assumption that 
the transmitted signals are complex Gaussian distributed in orthogo-
nal frequency division multiplexing transmission systems.

  

Implementation and Evaluation of Real-time Distributed 
Zero-forcing Beamforming for Downlink Multi-user MIMO 
Systems

T. Murakami, K. Ishihara, R. Kudo, Y. Asai, T. Ichikawa, and M. 
Mizoguchi

IEICE Trans. on Communication, Vol. E96-B, No. 10, pp. 2521–
2529, October 2013.

The implementation and experimental evaluations of distributed 
zero-forcing beamforming (DZFBF) for downlink multi-user multi-
ple-input multiple-output (DL MU-MIMO) systems are presented. In 
DZFBF, multiple access points (APs) transmit to desired stations 
(STAs) at the same time using the same frequency channel while 
mitigating inter-cell interference. To clarify the performance and 
feasibility of DZFBF, we developed a real-time transmission testbed 
that includes two APs and four STAs; all are implemented using a 
field programmable gate array. For real-time transmission, we also 
implemented a simple weight generation process based on ZF weight 
using channel state information which is fed back from STAs; it is an 
extension of the weight generation approach used in DL MU-MIMO 
systems. By using our testbed, we demonstrate the real-time trans-
mission performance in actual indoor multi-cell environments. These 
results indicate that DL DZFBF is more effective than DL MU-
MIMO with time division multiple access.

  

Estimating Illuminant Colors by a Gray-world-assumption-
based Method Using High and Low Chroma Gamuts and 
Opponent Color Properties

H. Kawamura, S. Yonemura, J. Ohya, and A. Kojima
IEICE Trans. on Information and Systems (Japanese Edition), Vol. 

J96-D, No. 12, pp. 3079–3089, December 2013.
We propose an illuminant color estimation method based on gray 

world assumption using opponent color properties and color gamuts. 
It estimates illuminant colors more correctly than the conventional 
method in cases where there are few colors in an image or when 
image colors are distributed unevenly in local areas in the color 
space. The method uses high-chroma gamuts for adding appropriate 
colors to the original image and low-chroma ones for narrowing 

down illuminant color possibilities. Experimental results show that 
the average estimation error derived by our method is statistically 
smaller than that derived by the conventional method.

  

Deriving the “Salience Level” of a Target Sound Using a 
Tapping Technique

S. Kidani, H. Liao, M. Yoneya, M. Kashino, and S. Furukawa 
Abstracts of Proc. of the 37th Annual Midwinter Meeting of the 

Association for Research in Otolaryngology (ARO), Vol. 37, p. 385, 
San Diego, USA, February 2014.

The salience level obtained by the tapping method reflects the 
subjective salience of target sounds. The salience level is somewhat 
independent of the subjective loudness of a sound, as indicated by the 
lack of correlation between the salience level and the loudness 
value.

  

A Method of Estimating Scene Illuminant Colors from 
Color Images under Varying Illumination Taken by Fixed 
Camera

H. Kawamura, Y. Yao, S. Yonemura, J. Ohya, and A. Kojima
The Journal of the Institute of Image Electronics Engineers of 

Japan, Vol. 43, No. 2, pp. 164–174, 2014.
This paper proposes a method for estimating scene illuminant 

colors from two color images taken by a fixed camera under two dif-
ferent illuminations. Our method obtains two sets of surface reflec-
tances of a scene area common to the two images, and estimates the 
colors of the two illuminations based on the property that the inter-
section of the sets could correspond to the common area. To obtain 
the sets of surface reflectance from the colors in the images, the rela-
tionship between surface reflectance and the colors in the image, 
which are calculated using surface reflectance called a “typical set” 
from the ISO/TR 16066 object color spectra database for color repro-
duction evaluation and possible illuminants, is used. Experiments 
using numerical simulation and actual images show that our method 
derives smaller estimation errors than conventional methods, and that 
it provides stable estimations for several kinds of illuminants and 
reflectances.

  

Improvement of 200-kHz KTN Optical Scanner Perfor-
mance with Multiple Internal Reflection

S. Toyoda, Y. Sasaki, and J. Kobayashi
The Journal of Engineering, pp. 1–2, 2014.
The authors have realized a KTaxNb1_xO3-based optical beam 

scanner that has three- and five-pass configurations with internal 
reflection whose scanning angle is exactly proportional to the optical 
path length. They successfully increased the scanning angle to about 
140 mrad with a 200-kHz modulation using a five-pass configuration. 
This beam scanner will provide an optical coherence tomography 
(OCT) system with a spatial resolution of 7 μm and advantages over 
other OCT systems.

  

Missing Sensor Value Estimation Method for Participatory 
Sensing Environment

H. Kurasawa, H. Sato, A. Yamamoto, H. Kawasaki, M. Nakamura, 
Y. Fujii, and H. Matsumura

Proc. of 2014 IEEE International Conference on Pervasive  
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Computing and Communications (PerCom), pp. 103–111, Budapest, 
Hungary, March 2014.

Participatory sensing produces incomplete sensor data. Thus, we 
have to fill in the gaps of any missing values in the sensor data in 
order to provide sensor-based services. We propose a method to esti-
mate a missing value of incomplete sensor data. It accurately esti-
mates a missing value by repeating two processes: selecting sensors 
locally correlated with the sensor that includes the missing value and 
then updating the training sensor dataset that consists of data from the 
selected sensors available for multiple regression. This procedure 
effectively helps to find more suitable neighbor records of a query 
record from the training sensor dataset and to refine the regression 
model using the records. We confirmed through a field trial and a 
life-log enrichment trial that our method was effective for estimating 
missing sensor values in a participatory sensing environment.

  

Large-scale Cross-media Analysis and Mining from 
Socially Curated Contents

A. Kimura
Progress in Informatics, No. 11, pp. 19–30, 2014.
This paper focuses on another emerging trend called social cura-

tion, a human-in-the-loop alternative to automatic algorithms for 
social media analysis. Social curation can be defined as a spontane-
ous human process of remixing social media content for the purpose 
of further consumption. What characterizes social curation is defi-
nitely the manual effort involved in organizing a collection of social 
media content, which indicates that socially curated content has 
potential as a promising information source against automatic sum-
maries generated by algorithms. Curated content would also provide 
latent perspectives and contexts that are not explicitly presented in 
the original resources. Following this trend, this paper presents recent 
developments and the growth of social curation services, and reviews 
several research trials for cross-media analysis and mining from 
socially curated content.

  

Channel Coding and Lossy Source Coding Using a Gen-
erator of Constrained Random Numbers

J. Muramatsu
IEEE Trans. on Information Theory, Vol. 60, No. 5, pp. 2667–2686, 

May 2014.
Stochastic encoders for channel coding and lossy source coding 

are introduced with a rate close to the fundamental limits, where the 
only restriction is that the channel input alphabet and the reproduc-

tion alphabet of the lossy source code are finite. Random numbers, 
which satisfy a condition specified by a function and its value, are 
used to construct stochastic encoders. The proof of the theorems is 
based on the hash property of an ensemble of functions, where the 
results are extended to general channels/sources, and alternative for-
mulas are introduced for channel capacity and the rate-distortion 
region. Since an ensemble of sparse matrices has a hash property, we 
can construct a code by using sparse matrices.

  

Eye-hand Coordination in On-line Visuomotor Adjust-
ments

N. Abekawa, T. Inui, and H. Gomi
NeuroReport, Vol. 25, No. 7, pp. 441–445, 2014.
We examine the relationship between on-line hand adjustment and 

eye movements. In contrast to the well-known temporal order of eye 
and hand initiations where the hand follows the eyes, we found that 
on-line hand adjustment was initiated before the saccade onset. 
Despite this order reversal, a correlation between hand and saccade 
latencies was observed, suggesting that the on-line hand motor sys-
tem is not independent of eye control. Moreover, the latency of the 
hand adjustment with saccadic eye movement was significantly 
shorter than that with eye fixation. This hand latency modulation can-
not be ascribed to any changes of visual or oculomotor reafferent 
information since the saccade was not yet initiated when the hand 
adjustment started. Taken together, the hand motor system would 
receive preparation signals rather than reafference signals of saccadic 
eye movements to provide quick manual adjustments of the goal-
directed eye-hand movements.

  

Reliable Data Transmission of 8K Video over Multi-domain 
Networks

T. Fujii, H. Uose, M. Stanton, and L. Ciuffo
Proc. of 15th Workshop RNP, Vol. WRNP15, pp. 1–40, Florianópo-

lis, Brazil, May 2014.
We explained the technology to transmit 8K new generation video 

for a public-viewing event from Brazil to Tokyo. Shared networks are 
used to transmit 8K video to reduce the network cost and setup-time, 
but we need to take special care to ensure reliability against packet 
losses. Therefore, we developed an improved LDGM-FEC algorithm 
and implemented it in a system to enable robust IP transmission over 
long-distance shared networks.

  


