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1.   Introduction

The dictionary defines sense of presence as, “the 
feeling that one is actually in a distant place.” How-
ever, is that all that is needed to enjoy high-sense-of-
presence sporting events? Sense of presence has two 
main aspects. One is the feeling that you are actually 
at that location, which we call high sense of presence. 
The other is the feeling that you see or know more 
than you would if you were actually at the location, 
which we call ultrahigh sense of presence. Sports 
events require both of these aspects. Many people 
want to have an experience in their own homes that is 
like being in the stands or even on the field of the 
event. There are also many viewers that want an even 
higher sense of presence that includes video that can-
not be seen from the stands or conventional television 
(TV) such as video from the athlete’s point of view, 
and sounds that cannot usually be heard such as talk-
ing among the players, which can provide an even 
richer experience than is available from the specta-
tor’s seat. This article describes elemental technology 
that NTT is working on to implement ultrahigh–

sense-of-presence viewing.

2.   Interactive distribution technology for  
omnidirectional video

In recent years, inexpensive head-mounted displays 
(HMDs) and cameras that can capture images that 
have a field of view of close to 360° have appeared on 
the market. Such devices have stimulated wider 
active interest in virtual reality viewing, which has 
previously been limited to some specialists and 
enthusiasts. NTT Media Intelligence Laboratories 
has been moving forward with research on interactive 
panorama distribution technology [1] that enables 
users to view in any direction they prefer. A specific 
application of this technology is interactive distribu-
tion technology for omnidirectional video viewing, 
which separates omnidirectional (360-degree) video 
into a number of regions and feeds the data to high-
quality encoders. Then, high-quality video is selec-
tively distributed according to the direction in which 
the user is looking (Fig. 1). Being able to view high-
quality video for only the direction of viewing makes 
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it possible to deliver the video with less bandwidth 
than would be needed to deliver the omnidirectional 
video at high quality.

When selective distribution technology that is 
based on interactive panorama distribution technolo-
gy is applied in omnidirectional distribution, the 
user’s viewing experience varies greatly in terms of 
the features listed below.
(1)	� Wide field of view: Video that covers the entire 

field of view can give the user the sensation of 
being in a space (immersion). The visual field of 
humans has higher spatial resolution closer to the 
center and low spatial resolution at the periphery. 
That feature can be used to provide a high sense 
of presence with a limited bandwidth by trans-
mitting and displaying video with high resolu-
tion only in the central area of the field of view.

(2)	� Head tracking: The HMD has sensors for accel-
eration and position that can be used to detect 
movement of the user’s head. This makes it pos-
sible to present video to both eyes according to 
head motion, creating the feeling of looking 
around in a space. In contrast to viewing with a 
tablet or other conventional means, the user does 
not need to consciously select what part to view, 
so the viewing experience is more intuitive.

The space that can be experienced in current games 
and attractions at amusement parks is mostly pro-
duced by computer graphics. The technology we 
describe here, however, does not use computer graph-
ics yet has been confirmed to deliver a sense of pres-
ence using live video from music performances and 
other events. We expect that applying this technology 
to the viewing of sports events can provide users with 
the exciting atmosphere of being in any spectator’s 

seat in the stadium and convey the effect of being on 
the playing field.

3.   Lossless audio encoding

Audio compression technology such as MP3 
(MPEG*-1/2 Audio Layer 3) and AAC (Advanced 
Audio Coding), which are used in portable audio 
players and digital broadcasting, is widely used to 
provide audio at reasonable quality under the con-
straints of transmission bandwidth and memory 
capacity. To achieve a high sense of presence, how-
ever, transmission of sound with fidelity to the origi-
nal source is needed. NTT has been participating in 
the standardization of MPEG–4 ALS (Audio Lossless 
Coding) and working to expand the use of lossless 
audio encoding [2].

Lossless coding makes it possible to completely 
reproduce the original sound waveform, even with 
compression, so audio data can be transmitted with 
no degradation of sound quality and with efficient use 
of network resources. A video and lossless audio sys-
tem that we developed jointly with NTT Network 
Innovation Laboratories was used in trials of high-
sense-of-presence live audio distribution conducted 
by NTT WEST and others. In those trials, users expe-
rienced a much stronger sense of being part of the 
scene than with conventional distribution methods, 
including joining in naturally with spectator applause 
and cheering [3, 4]. This increase in sound quality has 
also influenced the broadcasting of 4K and 8K video. 
In a survey of opinions on ultrahigh-definition TV 
conducted by the Ministry of Internal Affairs and 
Communications (MIC) of Japan in the spring of 

Fig. 1.   Overall configuration of interactive distribution system for omnidirectional video.
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2014, nearly half of the responses concerned higher 
sound quality, and many of those were requests for 
use of lossless audio coding [5]. As a result, the MIC 
issued a Ministerial Ordinance for the capability of 
using MPEG-4 ALS in 4K/8K broadcasting, which 
was standardized by ARIB (Association of Radio 
Industries and Businesses) as ARIB STD-B32 in the 
summer of 2014.

We can thus see that there is a demand for higher 
sound quality to increase the sense of presence. In 
response to this demand, we have also moved forward 
with implementation of lossless audio coding for 
tablet terminals and set-top boxes and conducted 
verification testing for efficient use of the radio fre-
quency band. In the future, wider use of lossless 
audio coding can be expected to improve the sense of 
presence for TV broadcasting and content distribu-
tion. Compression by lossless audio coding will also 
enable efficient transmission of the audio data 
acquired by the zoom microphone technology that is 
described later in this article, meaning that we are 
approaching the day when control of reverberation 
according to the listening environment will allow 
users to enjoy high-sense-of-presence content.

4.   Distribution and encoding for arbitrary  
viewpoint video

Arbitrary viewpoint video allows the viewing of 
cuts from any position or orientation, regardless of 
the position or orientation of the camera that captured 
the scene. This technology is intended to provide a 
sense-of-presence video experience that is not possi-
ble with conventional video technology. That higher 
sense of presence is achieved by providing video 
from locations where ordinary cameras cannot be 
placed, such as the line of sight of players or the ball 
itself in a soccer match.

Arbitrary viewpoint video is created by using mul-
tiple-viewpoint video images taken simultaneously in 
different locations and orientations in a scene. The 
number of cameras necessary for taking the videos 
depends on the degrees of freedom of the viewpoints 
and the quality of the video to be created, but gener-
ally, many cameras are needed. However, video pho-
tography using many cameras, and the storage and 
transmission of the large volume of resulting video 
data are difficult. One method of creating arbitrary 
viewpoint video with less video data is to use depth 
mapping, which represents the distance of objects 
from the camera. We describe here our work on arbi-
trary viewpoint video using depth mapping together 

with video taken from multiple viewpoints.
Progress in sensor technology in recent years has 

made it possible to obtain depth maps directly by 
using depth cameras or rangefinders. However, the 
depth maps obtained in this way have low spatial 
resolution and contain a lot of noise. Therefore, the 
quality of arbitrary viewpoint video created with this 
technology is not high. To solve this problem, we 
have developed noise reduction processing and depth 
map up-sampling processing that uses the correlation 
between video and depth maps and the consistency of 
depth maps between viewpoints. Furthermore, we 
achieved real-time composition of arbitrary view-
point video from the multi-viewpoint video and the 
depth maps obtained from the sensors by implement-
ing the processing with a GPU (graphics processing 
unit).

Multiple viewpoint video and depth maps are a 
compact representation of arbitrary viewpoint video, 
but the amount of data is still huge compared to ordi-
nary video. Therefore, efficient compression technol-
ogy is essential for actual distribution of arbitrary 
viewpoint video. We previously developed a number 
of techniques for encoding arbitrary viewpoint video, 
including the use of viewpoint synthesis prediction 
and palette-based prediction. Viewpoint synthesis 
prediction is a technique applied in the synthesis of 
arbitrary viewpoint video to achieve efficient predic-
tion between points of view by synthesizing predicted 
images using viewpoint video and depth maps that 
have already been encoded. Palette-based prediction 
is a method for generating predicted images by using 
the depth map feature, the value of which varies 
greatly between objects in the scene but varies little 
within a single object. In addition to achieving highly 
accurate prediction, this technique can also prevent 
degradation of performance in the synthesis of arbi-
trary viewpoint video by depth map encoding. These 
techniques that we have developed have been adopted 
in the 3D-HEVC (High Efficiency Video Coding) 
standard, which is an extension of the most recent 
HEVC international standard for video encoding [6].

In addition to the technology that we have described 
so far, implementation of arbitrary viewpoint video 
requires a lot of technology for elements ranging 
from imaging to the display and the user interface. 
With the current arbitrary viewpoint video synthesis 
technology using depth maps, the degree of freedom 
in moving the viewpoint and the quality of the syn-
thesized image are limited. In the future, we plan to 
continue developing technology for realizing arbi-
trary viewpoint video that provides a video experience 
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for larger scene spaces such as moving down into the 
playing field at sporting events.

5.   Zoom microphone system

To improve the experience of sports events viewed 
via broadcasting or via telecommunications methods 
such as the Internet, we are developing technology 
for generating video that gives the viewer the feeling 
of being on the playing field. The zoom microphone 
system makes it possible to pick up distant sound 
sources clearly. It would be an elemental audio tech-
nology that is required for producing such video.

Our research started with a simple question: If a 
camera can zoom in on a target object, why can’t we 
zoom in on distant sound sources in order to pick 
them up clearly? If distant sound sources were clearly 
recorded, it would be possible to provide audio that 
gives the viewer an impression of being on the play-
ing field in the future. 

The zoom microphone system consists of the two 
technologies shown in Fig. 2.
(1)	� Microphone array design for segregating sound 

sources from each other 
We previously proposed a basic principle concern-

ing how spatial signals should be captured with mul-
tiple microphones used to separate sound sources [7]. 
We defined the mutual information between sound 
sources and multiple microphones based on the infor-
mation theory. To maximize that information, we 
placed microphones at optimum positions in front of 
parabolic reflectors. The implemented system shown 
in Fig. 2 includes 96 microphones and 12 parabolic 
reflectors. 
(2)	� Noise suppression processing with less output 

degradation 

We developed a signal processing algorithm for 
segregating sound sources arriving from target beam-
space from other noise. With our algorithm, the out-
put noise level would be reduced while maintaining 
the output signal quality. By utilizing phase/ampli-
tude differences between microphones, a spectral 
filter that reduces the noise output power by as much 
as a factor of 1/10,000 can be generated [8]. So far, 
we have established principles for clearly picking up 
sound sources and have confirmed accurate estima-
tion of sound sources at arbitrary locations 20 m 
away.

In the future, we will investigate the performance 
on an actual field and make technical improvements 
to reduce the number of microphones needed.

6.   Reverberation removal and control

Hearing the cheers of the audience is an important 
element of sense of presence in viewing sporting 
events. Although being surrounded by cheering can 
greatly add to the sense of presence, suppression of 
that cheering may allow viewing that is more analyti-
cal. NTT has been working on reverberation removal 
and control technology, which plays an important 
role in controlling the sense of presence. The major 
application of this technology is in sound recording at 
concerts, so we describe it here in that context.

Recordings of dynamic and memorable perfor-
mances and music from the past are available all 
around us in the form of compact discs (CDs), 
records, and other formats. We might wonder whether 
a sense of presence such as that obtained when hear-
ing the music in the acoustic field of the site where it 
was recorded could be restored if those recordings 
could be played back in stereo, but that is not 

Fig. 2.   Zoom microphone system.

Beamforming

Power spectral density (PSD)
estimation in beamspace

Wiener filteringIt is possible to pick up sound
source in arbitrary direction.

20 m

Microphone array with reflectors

W0,1

W0,2

W0,M

X1

X2

XM

Σ G Z
Y0



� NTT Technical Review

Feature Articles

necessarily the case. The reason is that it is difficult to 
reproduce the acoustic environment that existed at the 
time the performance was recorded when the  
recording is played back.

When we listen to music from a seat in a concert 
hall, two types of sound arrive at our ears from the 
stage. One is direct sound, which comes straight to 
our ears from the stage in front of us, and the other is 
reverberation, which comes to our ears indirectly as 
reflections from the walls and ceiling in four direc-
tions. Recordings on media such as CDs generally 
record a mixture of direct sound and reverberation 
that is picked up at a location near the audience seats. 
Thus, ordinary stereo recordings cannot reproduce 
the original acoustic environment that existed at the 
time of the recording.

We have developed the world’s first technology for 
separating direct sound from the reverberation com-
ponent in an audio signal, a technique we call rever-
beration control. We can enhance the sense of pres-
ence by applying this technique to separate the music 
signal into direct sound and reverberation compo-
nents, and then create an acoustic environment that is 
similar to the acoustic environment at the time of 
recording by playing the direct sound component 
through the front speakers of a surround-sound sys-
tem and playing the reverberation component through 
the front and rear/surround speakers [9]. Application 
of this technique to the past work of famous interna-
tional artists and to consumer audio products has 
been well received thus far. In the future, we will 
continue our basic research with the objectives of 
applying it to broadcasting and achieving more accu-
rate reverberation control processing.

7.   Future development

We have described here some elemental technolo-
gies for achieving a high sense of presence in the 
viewing of sports events. Achieving high-sense-of-
presence viewing of sports is a complex task that 
involves a variety of audio and video elements, 

including recording, encoding, distribution, process-
ing, and the viewing system. In the future, we hope to 
continue creating viewing experiences that provide 
an even higher sense of presence in remote locations 
and at meeting sites by further integrating elements 
from the wide range of research done by NTT labora-
tories.
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