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1.   Introduction

Every year around the world, people suffer from 
disasters. Natural disasters are dominant as the direct 
causes of other disasters, and their number tends to be 
much larger than that of man-made disasters [1, 2]. In 
some countries, earthquakes are the largest threat 
among natural disasters. They are difficult to forecast, 
and their impact is huge. The earthquake that occurred 
in March 2011 in Japan triggered a massive tsunami, 
which served as a reminder of the severity of a huge 
earthquake [3]. Similar events that cause massive 
damage occur every few years worldwide [4]. In 
addition, global warming results in stronger and more 
devastating natural disasters, and the number of 
disasters increases exponentially [1]. Therefore, 
disaster management has become even more crucial 
for many network operators [5].

Historically, disaster management has been based 
on protection, which is sometimes called provision-
ing and restoration and sometimes called recovery 
[6]. Protection provides spare resources in advance, 
and restoration attempts to find resources that will 
accept traffic using the failed components. In addi-

tion, network operators use temporary systems when 
disasters occur. A transportable terrestrial station of a 
satellite communication system is such an example 
[7].

These historical approaches assume that we cannot 
avoid disasters, and they use the technologies for 
failure management. The Disaster-free Network con-
cept takes a completely different approach [8] and 
attempts to avoid disasters as much as possible. The 
network design approach to implement the Disaster-
free Network concept involves designing networks 
to, for example, minimize the probability of encoun-
tering disasters, and is mainly used for unforecastable 
disasters such as earthquakes. In addition, the disaster 
avoidance control in a Disaster-free Network recon-
figures the mapping between the logical network and 
the physical network to minimize the probability of 
disconnection, for example, and is mainly used for 
forecastable disasters such as hurricanes. These tech-
nologies realize the Disaster-free Network concept 
and open a new avenue of research.
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2.   Physical network design

Making society, including the communication 
infrastructure, robust against earthquakes is a serious 
target in Japan because the possibility of a massive 
earthquake occurring is increasing. Although we have 
not had a method to design networks or a method to 
evaluate the effects of earthquakes, some studies have 
started investigating geographically correlated fail-
ures; several studies of network survivability have 
been reported that take account of spatial/geographi-
cal conditions [9–14]. Some other studies have inves-
tigated the location of the worst spatial/geographical 
disaster for a network [15–20].

Unfortunately, however, these studies do not direct-
ly intend to derive a geographical spatial design of a 
physical network. To respond to this situation, we 
have conducted a series of studies regarding the geo-
graphical spatial design of a physical network [21–
23]. These studies assume that a given disaster area 
occurs with a uniform probability within an area A0 
of interest and can be categorized according to the 
assumption used for a disaster area—that is, whether 
a disaster area can be modeled by a half-plane or by a 
bounded region—and the assumption used for a link 
(node) failure—that is, whether part of a link (a node) 
always fails or fails with a certain probability if that 
part (the node) is in a disaster area. In the following 
section, the probability P(s,d) of a disconnection 
between s and d is used as a metric. P(s,d) is equiva-
lent to the probability that none of the routes between 
s and d are connected. If a link always fails when part 
of a link is in a disaster area, P(s,d) is equal to the 
probability Q(s,d) of encountering the disaster. The 
notation Q(s,d) means that every route between s and 
d intersects a disaster area. 

2.1   �Probability Q(s,d) of encountering a disaster 
when the disaster area can be modeled by a 
half-plane [22]

The disaster area caused by an earthquake is some-
times huge—much larger than a regional network. In 
such cases, we can model the disaster area as a half-
plane when we design the regional physical network. 
When the disaster area can be modeled by a half-
plane, Q(s,d) can be expressed by explicit formulas 
for many network topologies and for many connec-
tivity patterns such as the connectivity to either an 
active server or a standby server. For example, when 
there is a single physical route between s and d, 

Q(s,d) = {L(A0) + L(CH(r(s,d)))}/(2 L(A0)),� (1)

where L(x) is the perimeter length of x, CH(x) is the 
convex hull of x, and r(s,d) is the route between s and 
d. According to Eq. (1), we can find that Q(s,d) for (a) 
is the largest, while that for (c) is the smallest in Fig. 1 
because L(CH(r(s,d))) is largest for (a) and smallest 
for (c).

When s and d are on a convex ring physical net-
work,

Q(s,d) = {L(A0) + L(line(s,d))}/(2 L(A0)),� (2)

where line(s,d) is the line segment between s and d. 
Equation (2) tells us that the geographical shape of 
the ring network is independent of Q(s,d) if it is con-
vex. In addition, Eqs. (1) and (2) show that the effect 
of making a ring network is identical to making a 
straight line route regarding Q(s,d). 

In addition to optimizing the geographical network 
configuration, it is also possible to optimize the 
standby server location and the number of standby 
servers using previously derived formulas [22]. For 
example, when s, d1, and d2 are on a ring network 
and s needs to be connected to d1 or d2, probability 

Fig. 1.   Three tree networks.
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Q(s,d1 or d2) that there are no routes out of the disas-
ter areas between s and d1 or between s and d2 is 
given by the following.

Q(s,d1 or d2) = {L(A0) + L(line(s,d1)) + 
L(line(s,d1)) − L(CH(s,d1,d2))}/(2 L(A0)),� (3)

where CH(s,d1,d2) is the convex hull of three points: 
s, d1, and d2. Because the difference between Eqs. (2) 
and (3) represents the effect of using the standby 
server, we can determine whether we should provide 
the standby server with Eqs. (2) and (3). In addition, 
Q(s, d1 or d2) is a function of the location of d1 and 
d2; we can determine their locations by minimizing 
Q(s, d1, d2).

2.2   �Probability P(s,d) of disconnection between s 
and d, when the disaster area can be mod-
eled by a half-plane, and a node or a link 
independently fails with a certain probabili-
ty if a node or part of a link is in the disaster 
area [21]

Even when the disaster area can be modeled by a 
half-plane, P(s,d) cannot be expressed by an explicit 
formula, although an algorithm is given to calculate it 
for any network topology. When the network is a tree 
or a ring, the complexity of the algorithm is polyno-
mial in the number of nodes. However, for a generic 
network topology, it is not polynomial. Although no 
explicit formulas are obtained, it is shown that reduc-
ing the perimeter length of the convex hull of a route 
reduces P(s,d). Therefore, the straight line route con-
necting each pair of consecutive nodes minimizes 
P(s,d) when the location of each node is fixed. In 
addition, the algorithm enables us to evaluate P(s,d) 
when the geographical configuration of part of the 
network changes. This is useful when it is necessary 

to partially remake the geographical configuration of 
the existing network.

Furthermore, the results obtained can be used to 
determine which parts of the network need to be 
updated with/without changing the geographical con-
figuration. NTT laboratories have obtained statistics 
on the failure probabilities of old/new network com-
ponents by investigating damage caused by past 
earthquakes, and therefore, P(s,d) can be evaluated 
using the results obtained when a certain part of the 
network is updated. As a result, we can determine 
which parts of the network need to be updated.

2.3   �P(s,d) and Q(s,d) for bounded disaster area 
[23]

When the disaster area is not much larger than the 
network of interest, the shape of the disaster area has 
an impact on P(s,d) and Q(s,d). For the convex disas-
ter area and a tree or convex ring network (or a com-
bination of convex ring sub-networks), an optimal (or 
better) geographical configuration of the network 
regarding Q(s,d) and approximation formulas for 
P(s,d) are derived. 

For a tree network, a short and zigzag route is better 
regarding Q(s,d). (See [23] for the formal definition 
of zigzag.) Our theoretical result asserts that Q(s,d) 
for (a) in Fig. 1 is again the largest, and that for (c) is 
the smallest. This result was confirmed by simulation 
using empirical data on nine earthquakes under the 
assumption that a disaster area caused by an earth-
quake randomly appears with a uniform intensity and 
intersects A0. (These data regarding the disaster areas 
are based on maps released by the Japan Meteoro-
logical Agency (JMA) [24] and [25].) The simulation 
result shown in Fig. 2 verified the theoretical result, 
although the actual disaster area may not be convex.

Fig. 2.   Simulation result for single route between s and d [23].
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For a ring network or a combination of convex ring 
subnetworks, additional routes within each ring net-
work do not improve Q(s,d), and a smaller network 
than the original ring network increases Q(s,d). In 
Fig. 3, Q(s,d) for (1-a) is the smallest, while that for 
(1-b) is the second largest and that for (1-c) is the 
largest, where s,d = 1,…,6. In addition, Q(s,d) for (2-a) 
and (2-b) is the same, and that for (2-c) is the worst. 
The simulation result shown in Fig. 4 verified this 
theoretical result. (In Fig. 4, (2-a) is slightly better 
than (2-b) for earthquake 9. This is because the disas-
ter area for this earthquake consists of several sepa-
rated regions and does not satisfy the convexity 
assumption at all. For other earthquakes, the disaster 
area is not convex, but we cannot distinguish the 
result for (2-a) or for (2-b).)

Approximation formulas for P(s,d) are derived 
under the assumption that the failure probabilities of 
nodes and links in a disaster area are very small. Let 
P0(s,d) be P(s,d) under this assumption. Because 
Q(s,d) is P(s,d) when the failure probability is 
extremely high, P0(s,d) and Q(s,d) give P(s,d) for the 
two extreme cases. However, optimality for Q(s,d) 
may not mean optimality for P0(s,d). For example, 
P0(s,d) for (2-a) may be better than P0(s,d) for (2-b), 
although Q(s,d) values for (2-a) and (2-b) are the 
same. This is because the larger number of routes in 
a disaster area reduces P0(s,d).

These results are also useful in determining a geo-
graphical configuration of the network that reduces 
P0(s,d) or Q(s,d), the spatial/geographical server 

location that minimizes P0(s,d), and also which part 
of the network should be updated. For a generic net-
work, we need to divide the network into subnetworks 
with tree or ring topologies and apply the results to 
each subnetwork.

Fig. 3.   Two sets of three ring-network models.
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Fig. 4.   �Simulation results for three ring-network models 
shown in Fig. 3 [23].
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3.   Network control

As a result of global warming, natural disasters 
such as hurricanes and tornados are increasing in 
intensity and frequency. However, advances in mete-
orology have enabled us to forecast them with a cer-
tain degree of accuracy. In addition, historical disaster 
data and hazard maps describing high-risk areas for 
each type of disaster have become public via the web. 
This means that we have time and data to react to the 
forecast results.

Disaster avoidance control [26] is a network control 
mechanism to reconfigure the network in order to 
prevent damage from a forecasted disaster, specifi-
cally, by reacting to the forecast results as they are 
updated. Of course, it is difficult to move network 
buildings, poles, and ducts. However, we can relocate 
software objects and data, and we can reconfigure 
logical networks or how they are mapped to the 
physical network. In particular, the progress in soft-
ware technologies has expanded what we can do in 
disaster control efforts, and many network functions 
have become portable and relocatable. Software-
defined networking and network functions virtualiza-
tion are examples of technologies that enable these 
actions. 

The disaster avoidance control algorithm to relo-
cate software objects from a high-risk region to a 
low-risk region is described as follows as an example. 
When we receive a warning of a weather disaster for 
a certain region issued by a meteorological bureau, if 
this warning specifies a very small region, we identify 
the network components in the target (warning) 
region and their failure probabilities under the fore-
casted disaster and calculate a metric such as a prob-
ability of disconnection. However, it is often the case 
that the warning region is an entire city or prefecture, 
and the actual disaster area is a certain small area 
within the warning region. For such cases, we can 
apply a similar technique to one used in network 
design. That is, we assume that a given disaster area 
occurs with a uniform expected occurrence probabil-
ity within the warning region and calculate a metric. 

If the calculated metric exceeds a threshold, the 
disaster avoidance control will move some objects 
from the warning region to another region. The region 
or nodes that accept the objects can be chosen accord-
ing to a similar or the same metric calculated with the 
constraint of the resources required by objects that 
should be relocated. When the new location is deter-
mined, we execute the relocation of objects from 
nodes in the warning region to nodes in the other 

region to avoid the disaster. Even if the relocation is 
executed, the services using these objects are not 
expected to be disrupted.

We developed an experimental system in which 
voice over Internet protocol (VoIP) call state data of 
each session can be relocated from one working Ses-
sion Initiation Protocol (SIP) server in a high-risk 
region to another SIP server in a low-risk region. In 
this system, we confirmed that VoIP call state data of 
a session were effectively relocated without suspend-
ing the service.

4.   Conclusion

This article proposed the concept and implementa-
tion of a Disaster-free Network. This concept attempts 
to reduce or minimize the possibility of a network 
encountering disasters. This is a completely different 
approach from that of conventional disaster manage-
ment, and it creates a new direction for disaster man-
agement research.

The Disaster-free Network concept is based on the 
analysis of spatial relationships between a disaster 
area and a network. Therefore, if we apply this same 
approach to a topic other than disasters and analyze 
the relevant spatial relationships, we may be able to 
create other new network concepts.
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