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1.   Introduction

Broadband access has become widely available 
through both fixed-line and wireless means, and 
information and communication technology (ICT) 
has become a vital social infrastructure in our daily 
lives. The NTT Group has made global cloud services 
the cornerstone of its business operations and has 
simultaneously taken up the challenge of improving 
the competitiveness and earning power of its network 
services. Furthermore, as reflected by its Hikari 
Collaboration Model announced in May 20�4 [�], the 
NTT Group seeks to stimulate the ICT market by 
assisting a wide array of players in creating new value 
and to contribute to solving social problems and 
fortifying Japan’s industrial competiveness. In short, 
the NTT Group aims to build up the earning power of 
its network services while making extensive cost 
reductions and providing high-value-added services 
in collaboration with operators in a variety of 

industrial fields. At NTT Network Technology 
Laboratories, we are researching and developing 
network science to support the network infrastructure 
that the NTT Group needs to advance the above 
initiatives.

The issues to be resolved and goals to aim for in 
constructing the future network are shown in Fig. 1. 
Network usage patterns are changing as ICT becomes 
entrenched as a social infrastructure. Numerous video 
and movie services are now being provided, and 
mobile services over smartphones and tablets are 
proliferating. At the same time, the diversification of 
terminals looks to intensify in the years to come with 
the advent of wearable terminals and advanced 
sensors, and the 5th generation of mobile network 
technology appears to be ready for rollout in 2020. 
Improving not only transmission speeds but energy 
and spectrum efficiencies as well will enable users to 
enjoy high-definition video services in all kinds of 
places using all sorts of mobile terminals. In addition, 
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the diffusion of Internet of Things (IoT)*� technologies 
and machine-to-machine (M2M) communications 
will enable many and varied devices to be 
interconnected via the network (Fig. �). The provision 
of services using the cloud will also expand, and 
services that cannot be imagined under present 
conditions will be introduced one after another in the 
future. This diversification of services will naturally 
be accompanied by a wide variety of traffic patterns. 
In an era dominated by cloud and mobile services, the 
network must be able to maintain a stable level of 
quality so that customers can enjoy a satisfactory 
quality of experience (QoE)*2 just about anywhere. 

Today’s network consists of transfer/transmission 
facilities such as L3 (layer 3) routers, L2 switches, 
and L�/L0 transmission equipment, server facilities 
such as call-control servers and application servers, 
and other types of facilities and functions such as 
network address translators, firewalls, load balancers, 
and intrusion detection and prevention systems. As 
such, the configuration of the network is becoming 
increasingly complex and diversified (Fig. �). As a 
consequence, the operation of the network consisting 
of such many and varied constituent elements is like-
wise becoming increasingly complex. 

Furthermore, in addition to network operations, 
end-to-end operations including the cloud are also 

important, and they are becoming a factor in this rise 
in complexity. Additionally, the introduction of virtu-
alization technologies such as software-defined net-
working (SDN)*3 and network function virtualization 
(NFV)*4 will enable the design of logical configura-
tions independent of physical configurations, 
although this can have the effect of making respond-
ing to problems all the more complicated. 

The network structure is also becoming increas-
ingly complicated. Operators of content delivery 
networks (CDNs) are constructing content delivery 
platforms that connect cache servers over the network 
on a global scale. Even service providers that are 
expanding their services throughout the world, for 
example, Google Inc., are beginning to construct net-
works. Service providers and CDN operators such as 
these are called Hyper Giants, and they can have a 
huge impact on traffic flow by controlling content 

Fig. 1.   Issues and goals toward the future network (service co-creation network).
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*� IoT: Technology for giving all sorts of things communication 
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*2 QoE: The level of quality experienced by a user of communication 
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*3 SDN: Generic term for technology that enables centralized man-
agement of network communication devices and alteration of 
network configuration/settings via software.

*4 NFV: A method for implementing network functions by software 
on general-purpose servers using virtualization technology.
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delivery on a global scale [2]. In fact, mutual interfer-
ence between content control by Hyper Giants and 
network control by telecommunications operators is 
becoming a problem.  

Furthermore, a variety of operators are becoming 
involved in the network. In addition to service provid-
ers that provide services to general customers and 
telecommunications operators that construct and 
operate networks, CDN operators that provide effi-
cient delivery of content can be found between tele-
communications operators and content providers. 
Telecommunications operators must be able to sup-
port service providers and CDN operators and not 
just general customers. It is essential that they pro-
vide high-value-added services in collaboration with 
all kinds of players. 

Consequently, as network usage scenarios become 
increasingly diverse and as networks themselves 
become increasingly complex and massive as 
described above, it is becoming all the more difficult 
to cope with a network using only existing network 
technologies that aim to have complete control of 
individual network elements. At NTT Network Tech-
nology Laboratories, we are researching and develop-
ing network science as an interdisciplinary approach 
that combines existing network technologies with 
new technologies from other fields. We are also 
researching and developing technologies that apply 
network science to enable service providers, end 
users, and other operators to use the network in more 
intelligent ways. 

2.   Network science

The existing approach assumes that the target sys-
tem is to be faithfully modeled and analyzed using 
stochastic and statistical techniques so that the indi-
vidual elements making up the system can be well 
understood. In the existing network, however, obtain-
ing complete control of individual elements making 
up the system is in itself becoming extremely diffi-
cult. With this in mind, we are researching and devel-
oping an interdisciplinary approach called network 
science that combines new technologies from other 
fields with existing network technologies (Fig. 2). 

A variety of domains can be considered as new 
technologies from other fields, but at present, we are 
exploring the application of technologies such as 
space-related theory, machine learning and data min-
ing, information theory, and model predictive con-
trol.

2.1   Space-related theory
Space-related theory deals with spatial information 

against the background of academic demands and 
social trends. Up to now, traffic theory has targeted 
stochastic behavior along a time axis, but in space-
related theory, the focus is on a theory that targets 
stochastic behavior along a space axis. Integral 
geometry forms some of the foundation for this theo-
ry; given that the area and perimeter length of certain 
objects are known, the probability that their shapes 
overlap can be calculated. This principle can be used, 

Fig. 2.   Interdisciplinary approach to network science.
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for example, to calculate the probability that spatially 
and stochastically distributed objects overlap [3]. 
Application examples of this theory include the 
analysis of measurements taken by sensors and the 
design and control of networks that are robust to 
natural disasters. Constructing an actual physical net-
work involves designing a network highly resistant to 
disaster by calculating the probability of being hit by 
a disaster based on a hazard map showing the likeli-
hood of such an event (an earthquake, for example). 
This theory can also be applied to network control in 
a virtual network in which the logical configuration 
of the network can be controlled independently of its 
physical configuration. For example, the ever-chang-
ing probability of being hit by a disaster can be calcu-
lated based on forecasts of typhoons, torrential rains, 
or other extreme weather conditions, so that network 
servers can be switched to an arrangement with a low 
probability of being affected by such a disaster. 

At NTT Network Technology Laboratories, we are 
also studying base-station design using homology. 
The use of conventional mathematical programming 
to calculate an optimal arrangement of sector anten-
nas can result in an explosive number of combina-
tions that hinders problem solving. Homology-based 
modeling, however, can drastically reduce computa-
tional complexity in such cases, enabling a solution to 
be found [4].

2.2   Machine learning and data mining
The combined approach of machine learning and 

data mining enables the discovery of features and 
regularities in large volumes of data. For our purpos-
es, the target of analysis is traffic collected from the 
network and data related to service quality. This type 
of data is not limited to numerical data. It can include, 
for example, atypical messages in logs generated by 
equipment and devices. Specifically, we use machine 
learning and data mining to analyze large volumes of 
data and discover the relationship between two types 
of numerical data (regression), to discover groups of 
data having similar properties from large volumes of 
data (clustering), and to sort data into predetermined 
categories based on training data (classification). We 
are also using machine learning and data mining to 
achieve advanced network operations [5].

2.3   Information theory
Information theory includes a technique called 

compressed sensing [6]. Because the elements of an 
observation vector can be expressed as the product of 
an unknown vector and a known matrix, compressed 

sensing can be used to infer the unknown vector. Spe-
cifically, if the structure of the known matrix is 
sparse—that is, if many of the elements of the matrix 
are zero—the unknown vector can be inferred. Com-
pressed sensing is a technique originally developed in 
fields such as image processing and signal process-
ing, but its application to network operations is pro-
gressing. Here, assuming that end-to-end quality on a 
variety of network paths can be measured, we con-
sider a situation in which quality deterioration has 
been detected on several paths. Compressed sensing 
can then be used to determine which interval in the 
network is the source of this deterioration. In mobile 
communications, compressed sensing can be applied 
to techniques for isolating locations of quality dete-
rioration [7]. 

2.4   Model predictive control
Model predictive control can be used in cases 

where predicting the response to a network control 
operation such as changing transmission paths is dif-
ficult. This technique was originally developed for 
controlling plant processes. Model predictive control 
iteratively solves an optimization control problem 
while shifting forward an N-step interval at every step 
of the process. It applies only the first operation step 
of the optimization input sequence to the control tar-
get (Fig. 3). An optimization control problem that 
takes N forward steps into account makes predictions 
N steps into the future and solves an optimization 
control problem with control conditions attached at 
every input step at that time. Model predictive control 
theory has so far been applied to traffic engineering, 
where it was found to be effective [8]. It is now being 
studied for use in resolving the problem of mutual 
interference in control operations between telecom-
munications operators and Hyper Giants. 

3.   Application of network science

With the aim of applying network science, we are 
researching and developing (�) network data analy-
sis, (2) proactive network control, (3) QoE-centric 
operation, and (4) Disaster-free Networks, as sum-
marized below. 

3.1   Network data analysis
In network data analysis, we mainly use machine 

learning and data mining to formulate effective 
countermeasures to faults in network services. We 
study in particular each step making up a fault 
countermeasure, namely, fault detection, root cause 
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analysis, and service restoration. First, for the fault 
detection step, we are developing technologies for 
visualizing service status, supporting visual 
monitoring, detecting silent faults, performing 
predictive detection, and other tasks. For the root 
cause analysis step, we are developing technologies 
for identifying the root cause and location of a fault 
and for determining the impact of a fault on services. 
Finally, for the service restoration step, we are devel-
oping technologies for formalizing and automating 
restoration tasks.

In developing these technologies, we apply machine 
learning and data mining, information theory (com-
pressed sensing etc.), and optimization theory to 
diverse types of data related to network operations 
such as syslog*5 data, Twitter*6 data, numerical data, 
response histories, and workflow data [9]. For exam-
ple, network devices generate syslog data in great 
quantities, but the messages that are output are in 
formats that differ from one device to another and 
from vendor to vendor. As a result, using this infor-
mation in on-site maintenance operations can be dif-
ficult. However, machine learning and data mining 
technology can be used to discover regularities in 
such a huge quantity of syslog messages such as mes-
sages that tend to be issued simultaneously, and it can 
also be used to visualize network operations [�0]. 
Additionally, this technology can be used to detect 
and comprehend service failures by analyzing Twitter 

data. The idea here is to train the system beforehand 
using previous tweets posted at the time of service 
failures and to then identify tweets related to service 
failures during real-time monitoring of Twitter feeds. 
These failure-related tweets can then be extracted and 
used to clarify the nature of a service failure [��]. 

The network of the future will have an increasingly 
complicated and diverse configuration, and network 
operation will be all the more complex. Furthermore, 
if we include the cloud when talking about the net-
work, we can expect even greater complexity. In light 
of this complexity, the detection of faults and failures, 
troubleshooting and factor clarification after detec-
tion, and failure recovery after troubleshooting will 
become increasingly difficult. Moreover, in addition 
to simply determining whether a service interruption 
has occurred, it will also be necessary to deal effec-
tively with service flaws that are difficult to quantita-
tively evaluate such as deterioration in the customer’s 
QoE. Such service flaws are sometimes called 
obscure faults whose reproducibility is low, and solv-
ing them may require a relatively long time as a 
result. The introduction of SDN, NFV, and other vir-
tualization technologies is expected to make problem 
response even more complicated, so we can expect 

Fig. 3.   Model predictive control.

ut+H

System state: z (t )

Input: u (t ) Output: y (t )
Controller System

Prediction horizon H

y

u

Target value

Feedback

Iteratively performs the following process:
calculates the input value at time H so as to 
minimize the sum total of differences between 
the output value and target value and the sum 
total of changes in the input value at time H of the
prediction horizon, and passes only the most
recent input value to the system.

To improve robustness to prediction error and achieve system stability, the input value is controlled step-by-step
and its variation minimized so that the predicted output value at multiple points in the future (prediction horizon)
approaches the target value.

J1

Output
System
state

Pass to system Optimization

Input

yt+1 yt+2 yt+H–1 yt+H

zt zt+1 zt+2 zt+H–1 zt+H

J2

ut ut+1 ut+2 ut+H–1

*5 Syslog: Log information consisting of software/hardware operat-
ing conditions periodically recorded by network devices such as 
switches, routers, and servers.

*6 Twitter is a registered trademark of Twitter, Inc.
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network data analysis to become increasingly impor-
tant going forward.

3.2   Proactive network control
Proactive network control is a network control 

technique that optimizes the network configuration 
based on traffic predictions [�2]. To make traffic pre-
dictions, it is important to clarify the latent mecha-
nisms involved in generating traffic. 

The ways in which users use the network are also 
diversifying, so it is also important to understand for 
what purposes users use the network in order to make 
reliable traffic predictions. Additionally, there is a 
need to be aware of mobile traffic arising from the 
increasing popularity of smartphones and tablets. 
Here, it is important to understand how users move 
through both cyberspace and physical space. We are 
developing technologies to solve the above problems 
by making use of space-related theory and machine 
learning and data mining. 

Controlling traffic based on traffic predictions 
requires that the error arising in those predictions be 
minimized. However, when performing network con-
trol as in changing transmission paths, it is becoming 
increasingly difficult to predict the response to such a 
control operation. This difficulty is reflected by the 
mutual interference that can occur between content 
control by a Hyper Giant and network control by a 
telecommunications operator. A Hyper Giant may 
change the servers it uses to deliver content based on 
measurements of network quality. This can have the 
effect of changing traffic flow on the telecommunica-
tions operator’s network and generating congestion. 
The telecommunications operator may then change 
network transmission paths to deal with that conges-
tion, but from the Hyper Giant’s point of view, this 
may mean a change in communications quality. It is 
in this way that mutual interference arises between 
content control by a Hyper Giant and network control 
by a telecommunications operator. It has consequent-
ly become difficult for a telecommunications opera-
tor to predict the result of its own control operation to 
change transmission paths. Model predictive control 
is considered to be an effective technique under such 
conditions.

3.3   QoE-centric operation
In the operation and management of network ser-

vices, there is a growing need to consider the user’s 
QoE in addition to simply determining whether a 
service interruption has occurred [�3]. Although QoE 
is a subjective matter involving such characteristics 

as beautiful (e.g., for images) and natural (for sound), 
quantifying such subjective characteristics should 
enable QoE to be inferred based on indicators mea-
sured on the network side. The QoE so obtained could 
then be used in the operation and management of 
network services. 

Until recently, the main approach to quantifying 
QoE has been to conduct experiments with multiple 
subjects seated in evaluation booths. However, it is 
now becoming important to ascertain user QoE in the 
field though the use of crowdsourcing with smart-
phones and other novel means. Furthermore, to 
facilitate estimation of QoE, we can model the cor-
respondence between data that can be directly mea-
sured within the network such as throughput and 
delay and QoE related to video, voice, and data-com-
munications services. As for video, we are research-
ing and developing HTTP/TCP (Hypertext Transfer 
Protocol/Transmission Control Protocol)-based pro-
gressive-download video services that have recently 
become popular as well as 4K/8K high-definition 
video services. Next, in terms of voice, we are 
researching and developing mobile VoIP (voice over 
Internet protocol) applications such as LINE*7 and 
Skype*8 and IP-based voice services in a mobile envi-
ronment such as voice over LTE (VoLTE)*9. Finally, 
in the area of data communications, we are targeting 
web browsing in our research and development 
(R&D) efforts. 

As described above, QoE can be understood on the 
basis of data measured by the network and used in the 
operation and management of network services. At 
the same time, such data can be provided to service 
providers to assist them in adding value to their ser-
vices. A quality-related application programming 
interface (quality API) is one means of providing 
such data, and we are conducting field tests in col-
laboration with service providers using such a quality 
API [�4].

3.4   Disaster-free Networks
We are researching and developing Disaster-free 

Networks applying space-related theory [�5]. A 
Disaster-free Network is a network whose design and 
control methods are robust to natural disasters and 
other calamities. Space-related theory can be used to 
calculate the probability that areas in which natural 

*7 LINE is a trademark or registered trademark of LINE Corpora-
tion.

*8 Skype is a trademark of Skype Limited.
*9 VoLTE: Service that provides voice communications in packet 

form using Long Term Evolution (LTE).
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disasters may occur overlap with the network. In 
short, when deploying network facilities, the 
probability that those facilities will be affected by a 
disaster can be calculated based on a hazard map that 
indicates the likelihood of earthquakes occurring. 
The results of those calculations can then be used to 
design a network highly resistant to disasters. Space-
related theory can also be applied to network control 
in a virtual network focusing on the fact that the 
logical configuration of the network can be controlled 
independently of its physical configuration. For 
example, the ever-changing probability of being hit 
by a disaster can be calculated based on forecasts of 
typhoons, torrential rains, and other weather events 
so that the current arrangement of network servers 
can be switched to one with a low probability of being 
affected by such a disaster. 

4.   Conclusion

As network usage formats diversify and as the net-
work itself becomes increasingly complex and mas-
sive, it is becoming all the more difficult to support 
the network by using only existing network technolo-
gies that attempt to achieve complete control of indi-
vidual network elements. In the face of this problem, 
NTT Network Technology Laboratories is promoting 
R&D of network science as an interdisciplinary 
approach that combines technologies used in diverse 
fields. In the coming cloud era, we can expect the 
network to become an increasingly essential infra-
structure. We can also expect to see quantum leaps in 
mobile technologies that will enable users to enjoy a 
wide range of services wherever the users may be. At 
the same time, we can envision the penetration of IoT 
and M2M technologies and the interconnection of 
many and varied devices over the network. Security 
too will become increasingly vital as the importance 
of the network as a social infrastructure grows. In 
addition, the introduction of virtualization technolo-
gies such as SDN and NFV will enable the design of 
logical configurations that are independent of physi-
cal configurations and will help satisfy the need for 
advanced network construction and operation tech-
niques. Going forward, we aim to create a new aca-
demic discipline to support the further evolution of 
the network through the embodiment and realization 
of network science.
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