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1.   Introduction

In daily life, we make many decisions ranging from 
important decisions on business matters to choosing 
what to eat for lunch. How do people choose one 
action from all possible actions? It seems natural to 
assume that people rely on some criteria for selecting 
their action, rather than selecting it at random. Here, 
we set the assumption that every possible action can 
be scored, a value that represents how good that 
action is. Under this assumption, making a decision 
can be regarded as solving the problem of finding  
an action with a maximum score. This is called an 
optimization problem. If all possible candidates are 
represented as the assignment of discrete values on 
variables, then the problem is called a combinatorial 
optimization problem. In addition to decision making 
in daily life, techniques that involve solving combina-
torial optimization problems are used in performing 
various computer science tasks.

2.   Solving real world tasks with combinatorial 
optimization techniques

To solve a real world task using combinatorial opti-

mization, we first have to formulate the task as an 
optimization problem, and then solve the problem. 
The formulation consists of (i) setting constraints that 
all possible actions must satisfy and (ii) designing an 
objective function that takes a possible choice and 
returns the score that represents how good the choice 
is. Let the choices satisfying the constraints be  
possible solutions, and let the possible solution  
that maximizes the objective function be the optimal 
solution.

We can solve several tasks by formulating them as 
combinatorial optimization problems. As a very sim-
ple example, let us consider the situation in which 
someone wants to buy some food at a grocery store 
under the constraint that the total price spent must be 
within 300 yen. We assume that the store sells n kinds 
of items, and every item has a satisfaction score. The 
score represents the degree to which the user will be 
satisfied upon buying the item(s). Under this assump-
tion, the task of buying food is formulated as the 
combinatorial optimization problem of finding the 
best combination that maximizes the sum of satisfac-
tion scores while keeping the total price within 300 
yen (Fig. 1). We can get the best combination of items 
within 300 yen by solving the optimization problem. 
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The degree of difficulty in solving an optimization 
problem depends on the problem. Thus, it is impor-
tant to formulate a task as a combinatorial optimiza-
tion problem for which efficient solution algorithms 
exist. The knapsack problem and the shortest path 
problem are typical examples of combinatorial opti-
mization problems, and their algorithms are often 
applied. Unfortunately, such algorithms fail to offer 
full problem coverage due to certain limitations. For 
example, the above example of buying items can be 
formulated as a knapsack problem, and we can find 
the optimal solution in linear time (n × L, where n is 
the number of items and L is the budget). However, 
the knapsack algorithm fails to consider relationships 
between selected items. This means that conditions 
such as should not buy item A and item B at the same 
time, or should buy at least item C or D cannot be 
considered when finding the optimal solution. 

Many task-specific conditions must be considered 
when solving real world tasks, and these constraints 
prevent the tasks from being formulated as easy-to-
solve combinatorial optimization problems. If no 
efficient algorithm exists for solving a problem, we 
have two choices; the first is to develop a new solu-
tion algorithm, and the second is to use a general-pur-
pose optimization software package. Taking the for-

mer approach is unrealistic because it is virtually 
impossible for non-experts to design an efficient 
algorithm. Taking the latter approach is relatively 
easy, and off-the-shelf software can be used to solve 
various kinds of optimization problems. However, 
this approach has a shortcoming in that we cannot 
estimate the time required for solving the problem 
beforehand.

We have developed a new efficient optimization 
algorithm for solving a class of optimization prob-
lems. This class consists of problems that can be 
formulated as the addition of constraints that consider 
discrete relationships among variables to easy-to-
solve optimization problems such as the knapsack 
problem. The main feature of our method is its use of 
a binary decision diagram (BDD) or zero-suppressed 
BDD (ZDD) to represent the additional constraints. 
BDDs and ZDDs are data structures that represent a 
Boolean function as a compact graph. We first cast 
the additional constraints as a BDD or ZDD, then 
subject the resulting structure to a dynamic program-
ming algorithm to solve the constraint-added prob-
lem in time linear to the number of BDD or ZDD 
nodes.

Fig. 1.   A combinatorial optimization problem.

Problem:  What is the best combination of food items within 300 yen that maximizes
the total satisfaction score?

(No food item can be selected more than twice.)
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3.   Binary decision diagrams (BDDs, ZDDs)

BDDs and ZDDs are data structures that represent 
a Boolean function as a graph. A Boolean function 
takes n input binary variables (variables that take 
either 0 or 1) and returns either 0 or 1. A BDD repre-
sents a Boolean function as a graph, as shown in 
Fig. 2(a). There are several ways to represent a Bool-
ean function other than with a BDD, such as a truth 
table (Fig. 2(b)) or a binary decision tree. The BDD 
differs from these representations in that it can repre-
sent an n-ary Boolean function as a BDD whose 
number of nodes is much smaller than 2n; other rep-
resentations require 2n elements to represent the same 
Boolean function. The BDD also supports several 
operations that run in time proportional to the number 
of BDD nodes, and two BDDs can be subjected to 
Boolean operations to efficiently create another 
BDD.

A ZDD is a variant of a BDD and also represents a 
Boolean function as a graph. The ZDD differs from 
the BDD in that it can represent a family of sets as a 
DAG (directed acyclic graph) with fewer nodes than 
a BDD.

4.   Combinatorial optimization using BDD and 
ZDD

We previously proposed some optimization algo-

rithms that use BDDs and ZDDs [1, 2]. In this article, 
we discuss an algorithm that uses a ZDD to solve 
constraint-added variants of the 0-1 knapsack prob-
lem. The 0-1 knapsack problem is an optimization 
problem in which we are given n items that have their 
own costs and scores, and we must find the best sub-
set of items that maximizes the sum of scores while 
keeping the sum of costs within the given threshold. 
A 0-1 knapsack problem can be solved efficiently by 
applying a dynamic programming algorithm. 

Our algorithm can solve the problem made by add-
ing constraints between variables to a 0-1 knapsack 
problem. As shown above, there is no efficient 
dynamic programming algorithm for ordinary 0-1 
knapsack problems that contain additional con-
straints. However, if we represent such constraints by 
a ZDD, we can apply a dynamic programming algo-
rithm that exploits the structure of the ZDD to solve 
constraint-added knapsack problems (Fig. 3). Our 
algorithm can solve a problem in O (Z × L) time, 
where Z is the number of ZDD nodes, and L is the 
threshold of total costs. We can efficiently solve such 
problems if the added constraints can be represented 
by a small ZDD.

5.   Application to natural language processing

We applied our algorithm to text summarization, a 
common natural language processing task [2]. Text 

Fig. 2.   Representing a Boolean function using a binary decision diagram.
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summarization is the task of making a concise sum-
mary of an input document. Many text summariza-
tion approaches have been proposed, and one of the 
most popular approaches is to extract important sen-
tences from the input document. Our research group 
proposed an extraction-based summarization method 
that first casts the input as a dependency structure tree 
that represents the dependency between clauses and 
then makes a summary by finding the optimal subtree 
[3]. Since this summarization method considers the 
dependency between clauses in making a summary, it 
can generate consistent summaries. Unfortunately, no 
efficient algorithm for solving this optimization prob-
lem has been developed until now.

This problem of finding the optimal subtree can be 
regarded as a 0-1 knapsack problem with the con-
straint that a solution must be a subtree of the input 
tree. This is a discrete constraint imposed on the rela-
tion between variables, so we represent it as a ZDD 
and solve the problem with our ZDD-based optimiza-
tion method, which can solve problems up to 300 
times faster than previous approaches. Furthermore, 
we prove that the number of ZDD nodes in the set of 
all subtrees of an input tree is bounded to n log n, 
where n is the number of nodes of the input tree. This 

result suggests that our method can be applied to 
large problems.

6.   Future work

Since combinatorial optimization is relevant to 
many real world tasks, we believe our method can be 
used in fields other than natural language processing. 
We will continue to improve and analyze the perfor-
mance of our algorithm in order to improve its effec-
tiveness and efficiency.
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Fig. 3.   Representation of constraints using ZDD.
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