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1.   Introduction

In 2012, the NTT Group announced its medium-
term management strategy Towards the Next Stage 
[1]. The group had previously focused on the idea of 
being a provider that started up its own services, but 
with this management strategy it shifted its focus to 
transforming markets and its own business models. 
The idea was to meet customer needs with added suit-
ability, simplicity, and security so that customers 
would select the group as a value partner.

For the Towards the Next Stage 2.0 strategy 
announced in May 2015, the group proposed a busi-
ness-to-business-to-X (B2B2X) business model as a 
means of furthering market development and acceler-
ating the group’s transformation into a value partner 
[2]. The specific model reported here was the Hikari* 
Collaboration Model, for which the main ideas were 
strengthening the collaboration platform, using cross-
group projects to form partnerships with a wide range 
of business entities, and creating high-value-added 
services and new business models with our partners 
by serving as a catalyst in order to achieve sustainable 
growth [3].

The next step is to take a new look at the entire 
network concept by further advancing this model.

2.   Limitations of conventional 
network development

Up to now, the approach used to develop carrier 
network systems has been to develop dedicated 
equipment for each service and function and to com-
bine them to form networks. This approach is called 
silo development since components of dedicated 
hardware and software equipment are integrally con-
figured and individually optimized for each service 
and function. With this type of development, howev-
er, the following problems need to be considered.

(1)  It is difficult to add or change some services 
immediately even if the additions or changes 
are minor because their supply depends on the 
roadmaps of the vendor’s products or technol-
ogy, or because the added functions will affect 
the system as a whole. 

(2)  Developing individual carrier-grade hardware 
and software for each piece of dedicated 
equipment will keep capital expenditures 
(CAPEX) high. In addition, the need for mul-
tiple pieces of dedicated equipment will result 
in high operating expenses (OPEX).
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(3)  Sharing computing and other resources 
between different types of dedicated equip-
ment makes it impossible to maintain resource 
flexibility, thus producing inefficiency.

(4)  It is difficult to provide service systems when 
certain components that make up the systems 
cannot be procured. Some system parts govern 
the end of life (EoL) of the entire service sys-
tem. For example, it will be very costly to 
renew the entire system when a subsystem 
(such as the Internet protocol system) in a piece 
of dedicated equipment becomes obsolete.

We expect that in the future, extending the B2B2X 
model will result in an increase in the number of ser-
vice types that are offered and in turn, the volume of 
traffic, and this will ultimately impose limits on the 
conventional silo development and dedicated equip-
ment operations because it will increase the number, 
functions, and types of dedicated equipment that are 
needed.

We consider that network functions virtualization 
(NFV) [4] is an effective means of broadening such 
limits. We are therefore looking ahead and focusing 
on virtualization as one of NTT’s principal research 
and development (R&D) objectives. The Netro-
Sphere concept has been developed with the aim of 
implementing networks that will enable these limits 
to be surpassed.

3.   NetroSphere concept and architecture 

The NetroSphere concept was formulated and 
announced in February 2015 [5]. There are three aims 
for the concept. The first is service co-creation, in 
which we hope to quickly satisfy the needs of a lot of 
partners through B2B2X collaboration. The second 
aim is to achieve a drastic TCO (total cost of owner-
ship) reduction. Specifically, we hope to reduce 
CAPEX and OPEX by increasingly using general-
purpose equipment so as to realize a maintenance-
free and EoL-free network. The third aim is open 
innovation. Although NTT laboratories have conven-
tionally developed network equipment, our goal here 
is to establish and expand partnerships with a wide 
range of partners including overseas carriers and ven-
dors from the concept planning stage of NetroSphere. 

These aims can be achieved through modulariza-
tion and materialization of various network functions, 
enabling them to be combined flexibly and in an on-
demand manner through operations. The key ideas 
here involve three separations and one combination 
(Fig. 1). The first of these, separation of optics and 

electronics, means there is a maximum separation of 
the optical and electronic parts that compose the net-
work structure. This will make it possible to mini-
mize electronic processing so as to establish a simple 
and permanent infrastructure, and to reduce energy 
loss through optical-to-electrical conversion. The 
second, separation of functions and equipment, 
means modularizing and materializing network func-
tions through software running on general-purpose 
servers and general-purpose switches, thus enabling 
flexible and quick responses to customer needs. The 
third, separation of resources and equipment, means 
separating network resources from equipment to 
enable improved operational efficiency and reliability 
of equipment. This can be expected to eliminate the 
resource allocation inefficiency seen in silo develop-
ment and dedicated equipment operations, particu-
larly from the standpoint of operational efficiency. 
The combination of these separated network ele-
ments under the control of the operation provides the 
required network service functions and capacity, flex-
ibly and economically. 

The technology development for NetroSphere is 
oriented toward increasing network flexibility 
through strengthened cooperation among multiple 
services and technology by utilizing general-purpose 
products. Another aim is to reduce costs by com-
monizing specifications for and automating opera-
tions of general-purpose products for carriers (Fig. 2). 
The main point here is modulation achieved by sepa-
ration, and for the future we plan to study ways to 
modulate components up to the sub-device level in 
order to meet the needs of our customers more flexi-
bly.

4.   Approaches to achieving NetroSphere concept

Here, we briefly describe the main element tech-
nologies for achieving the NetroSphere concept: the 
server system MAGONIA, the transport system MSF 
(Multi-Service Fabric), the access network system 
FASA (Flexible Access System Architecture), and the 
operating system OaaS (Operation as a Service)/Inte-
grated Control (Fig. 3). Service network flexibility 
can be enabled by modularizing and combining the 
server system, transport system, and access network 
system functions provided by MAGONIA, MSF, and 
FASA, on the OaaS/Integrated Control operating sys-
tem.

4.1   MAGONIA
Up to now, service functions have been implemented 
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Fig. 1.   The concept of separation and combination.
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using individual components of dedicated equipment, 
but with MAGONIA, it is now possible to implement 
them as software on general-purpose hardware, with 
the aim of achieving flexibility and reducing costs 
(Fig. 4). In MAGONIA, application programming 
interface (API) specifications for distributed process-
ing platforms that form the n-active (N-ACT) cluster 
mentioned below are publicly disclosed, making it 
possible for anyone to design API-compliant middle-
ware and software on the basis of service logic. It 
should be noted that from the viewpoint of attaining 
carrier-grade reliability, it has been necessary to have 
an active and standby (ACT-SBY) redundant config-
uration in each piece of dedicated equipment. With 
MAGONIA, however, each active system takes the 
redundant configuration of an N-ACT cluster so that 
it works as the standby system for another active sys-
tem that forms the cluster. This can produce the 
expected effect of achieving high reliability while 
reducing the number of equipment components.

4.2   MSF
To develop the transport system networking that 

MSF provides, we are studying the idea of building 
routers and switches based on general-purpose 
switches and flexibly setting the root configuration of 
the network. The intended purposes are to achieve 
optimal coordination of centralized control and 
equipment autonomy to compensate for the con-
straints of a general-purpose switch, and also to 
achieve economical expansion of the general-purpose 
switch performance, functional cooperation between 
different layers, and QoS (quality of service) control 
adapted for various services (Fig. 5).

4.3   FASA
Access systems have been conventionally config-

ured with dedicated equipment, but with FASA we 
hope to increase flexibility by implementing functions 
in software on general-purpose hardware (Fig. 6). 
Since we assume that dedicated hardware remains 

Fig. 3.   Image of future network architecture based on NetroSphere concept.
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local in optical interfaces and other cases, we wish to 
study the degree to which general-purpose hardware 
can be implemented. Because a huge amount of 

access system equipment is distributed nationwide, 
reconfiguration of access systems composed of con-
ventional dedicated equipment is a large-scale process. 

Fig. 4.   MAGONIA.
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We expect that performing their functions through the 
use of software will enable shorter time spans and 
greater flexibility to be achieved.

4.4   OaaS/Integrated Control
With Integrated Control, we aim to enable configu-

rations to be set flexibly in an on-demand manner by 
logically combining network functions when the net-
work is used with a variety of service providers 
(Fig. 7). With OaaS, we aim to implement an opera-
tion that provides service providers with an API of 
networks, clouds, and applications in a one-stop man-
ner.

5.   Fundamental technologies supporting 
NetroSphere concept

One of our ultimate goals is to design networks that 
will not be affected by disasters. Therefore, we are 
developing technologies for evaluating network reli-
ability, which involves spatially evaluating informa-
tion about affected areas given on hazard maps and 
also evaluating network configurations (topology, 
redundant configurations, etc.). In the past, temporal 
probability has been used as a basis for evaluating 
and ensuring equipment reliability, in terms of factors 
such as physical resistance and ease of recovery. In 

contrast, we apply a technique called spatial informa-
tion mathematics, in which the network configuration 
itself is evaluated in terms of the probability of its 
being affected by a disaster. This is a new approach to 
evaluate configurations that will make networks less 
susceptible to disasters.

Network data analysis techniques are used to ana-
lyze which actions of service providers and users lead 
to changes in traffic. These techniques are employed 
in order to predict such changes and achieve optimal 
resource allocation. Because network traffic fluctu-
ates according to the actual location of users, for 
example, an event venue space where users are mov-
ing around, this kind of analysis can be applied to 
predict traffic by combining predicted people-flow 
data on the basis of machine learning and traffic vol-
ume prediction techniques based on user behavior 
models. In the same way, we are studying methods to 
extract network intelligence information, (e.g., con-
gestion information and information on how factors 
such as failures and quality degradation affect ser-
vices) that have not been obtainable using conven-
tional analysis techniques. This network intelligence 
information may, for example, give users the oppor-
tunity to select services, and may also enable service 
providers to improve the QoE (quality of experience) 
of their service.
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6.   Future prospects

We plan to adopt an open innovation approach to 
the study, research, development, and deployment of 
the NetroSphere concept from the planning and con-
cept stages, and we will continue to work closely on 
this concept with a wide range of partners, including 
overseas carriers, vendors, and members from aca-
demia. The architecture, technology, and know-how 
obtained in this process will help us to develop com-
mon specifications for commercial purposes and to 
spread the concept globally. This will speed up the 
day when the revolutionary NetroSphere concept 
truly becomes a reality.
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