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1.   Introduction

In artificial intelligence (AI), a technical field that 
is difficult to define, natural language processing 
technology appears to be a major element. This is 
clearly demonstrated by the use of natural language 
conversations to measure computer intelligence in the 
Turing test, which is a well-known technique for 
determining whether a certain machine is intelligent. 
In measuring the intelligence of something in which 
intelligence or intellectual level cannot be directly 
observed, it is natural to adopt an approach in which 
intelligence is assessed based on responses to queries, 
since linguistic expression is surely a typical means 
of exhibiting intelligence.

What kind of relationship does AI then have with 
natural language processing? A schematic represen-
tation of the relationship between AI and natural 
language processing is shown in Fig. 1. Agent-AI, 
which is introduced in the feature article “Artificial 
Intelligence Research Activities and Directions in the 
NTT Group” [1] in this issue, is a form of AI that pos-
sesses abundant knowledge and a capacity for mak-
ing judgments so that it can replace humans in certain 
tasks and assist humans in their daily lives. Scenarios 
in which Agent-AI would have a connection to natu-
ral language can be broadly divided into reading of 

documents and interaction with the user. Thus, 
Agent-AI achieved with natural language processing 
would read documents extensively and accumulate 
knowledge, recognize user utterances, and make an 
appropriate response based on that accumulated 
knowledge. We consider that the Turing test could be 
a means of measuring in some way whether Agent-AI 
is producing effective responses.

In this article, we introduce how natural language 
processing technology has so far been used in AI 
industrial applications and the role it is expected to 
play in the future.

2.   Text-to-knowledge technology for 
understanding the meaning of text

If we assume that natural language expressions 
demonstrate human intelligence, documents written 
in natural language should then be filled with intelli-
gent information. The primary role of natural lan-
guage processing technology is to find information 
that is needed and beneficial from this text filled with 
intelligent information. Yet, text itself is no more than 
a collection of character strings, so evaluating data in 
this form to find what is needed and beneficial cannot 
be done. However, if text can be arranged in a 
machine-readable form through natural language 
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processing, information processing with a computa-
tional ability surpassing that of humans will become 
possible. To this end, we can consider applications of 
natural language processing to an information-
searching technique that looks for desired informa-
tion from within a huge amount of information, or to 
a text mining technique that consolidates, arranges, 
and presents information completely unreadable to 
humans in its original form in a relatively short period 
of time. 

An example of applying the former technique is a 
question answering system [2]. A typical approach 
that most people would take to learn about something 
would be to search out a related section or entry from 
an encyclopedia, a textbook, or the web and retrieve 
an answer from that source. This is the so-called 
information-searching procedure, but if the sequence 
of steps in this procedure could be automated, it 
would be of great assistance in human activities. 

Next, examples of applying the latter technique 
would be the mining of a contact-center log to ana-
lyze customers’ voices and sentiment analysis of 
users’ comments on the Internet [3]. While it may be 
possible to uncover valuable information straight 
from the voices and comments of consumers, differ-
entiating what is good and bad from such a huge 
amount of information is not an easy task. Further-
more, such analysis would take time, so if this infor-
mation was to be applied to some sort of decision-
making, it could hardly be used for making rapid 
decisions. Thus, the ability to analyze a large volume 
of documents in a short period of time would be ben-
eficial to corporations and organizations that need to 

conduct such tasks.
What kind of language processing technology is 

therefore needed to meet the above requirements? 
That would be technology capable of extracting 
information from documents written in natural lan-
guage and organizing that information as knowledge. 
We have undertaken the research and development of 
rich indexing technology for extracting semantic 
information from text and have been successful in 
extracting named entity expressions and opinion 
information and in identifying the meaning of named 
entities [3]. The automatic extraction of such infor-
mation from text will enable the detection of answers 
in retrieved documents and the tabulation of informa-
tion from large volumes of text.

3.   Utterance understanding technology for a 
natural language ICT interface 

Another function expected of natural language pro-
cessing technology is a computer interface based on 
natural language.

Exchanges between humans and computers are 
normally carried out according to a specialized com-
munication format consisting of menus, icons, and 
commands manipulated by a keyboard, mouse, or 
other device. This type of interface has been designed 
with efficient computer operation in mind, and a user 
who becomes proficient in its use can indeed perform 
efficient and effective operations. However, commu-
nication with a computer can be quite difficult for 
those uncomfortable with such an interface, and this 
problem is thought to be one of the factors giving rise 

Fig. 1.   Relationship between AI and natural language processing technology.

Understanding the
user’s speech

Understanding written
material by reading it

(Intellectually) responding to
the user on the basis of the
understood content



3 NTT Technical Review

Feature Articles

to the so-called digital divide. In contrast, natural 
language can be viewed as an extremely basic human 
communication medium. Of course, a certain level of 
proficiency is also necessary to communicate with 
natural language, but this is a basic ability that most 
people come to possess through daily life and educa-
tion.

The development of an information and communi-
cation technology (ICT) interface using natural lan-
guage will create value in two ways. The first is that 
people will be able to use ICT and enjoy its benefits 
without having to develop special skills, and the sec-
ond is that a standard means of communication 
between human beings and computers in the form of 
natural language will enable people and AI to coexist 
in society.

One example of the former is a voice agent. The 
operation of a smartphone is still rather complicated, 
and learning how to use its functions well is not that 
easy. Furthermore, while much knowledge can be 
obtained by querying a search engine, a certain 
amount of information technology literacy is needed 
in order to use a search engine effectively. Conse-
quently, if questions could be posed to AI by voice 
using natural language, a further expansion of ICT 
users and usage scenarios could be expected.

An example of the latter type of value creation is a 
customer-service support terminal for use at a contact 
center or retail store. At contact centers, customers 
talk with operators by telephone. We can envision 
how a computer could listen in on these conversations 
and provide just the right information at just the right 
time. This kind of capability could make solving cus-
tomers’ problems more efficient. Similarly, at a retail 
store, a small robot could be positioned next to a 

salesperson at a cash register or information counter. 
When the salesperson was discussing products with 
customers, the robot could promptly offer relevant 
brochures or documents when needed, thereby serv-
ing as a very capable assistant. 

Common to the above examples is the need for 
utterance recognition technology. Several ways of 
recognizing an utterance can be considered. One 
would be to translate natural language into a com-
puter language such as Structured Query Language 
(SQL), which is commonly used for database search-
ing [4]. If a natural language query could be trans-
lated and entered into the SQL search conditions 
field, it would then be possible to search databases by 
using natural language. Another way of recognizing 
an utterance would be to judge the equivalence of an 
utterance in terms of its intention (Fig. 2). For exam-
ple, let’s consider a frequently asked questions (FAQ) 
search. An FAQ document consists of frequently 
asked questions, where knowledge is represented by 
pairs of questions and answers (Q&A). In this search, 
a user poses some kind of question (query). However, 
the query rarely agrees with a question at the charac-
ter string level, but if it can be determined that the 
query has the same intention as a certain question, the 
correct answer can be provided. 

4.   Casual conversation technology for achieving 
human-like dialogue

The technologies described so far serve to make 
human life much more efficient, but they are not suf-
ficient in themselves to achieve Agent-AI. If a human 
being and Agent-AI are to become true partners, they 
must be able to trust and understand each other and 

Fig. 2.   Determining sameness between user questions and FAQ on paper.
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even share emotions. When two people meet each 
other for the first time, they would hardly start talking 
about work from the start. It is only after they have 
become more familiar with each other that they 
would begin to talk freely. Furthermore, in times of 
need, partners should help, comfort, and emotionally 
support each other. Agent-AI must also be equipped 
with such functions. As is known from the Media 
Equation [5] theory, a human being interacting with a 
computer tends to behave as if the computer were 
human. Thus, the more intelligent a computer 
becomes, the more human in character it should be. 
In human society, a casual conversation is often the 
occasion for two people to get to know each other or 
to become emotionally closer.

With this in mind, NTT Media Intelligence Labora-
tories has been researching casual conversation tech-
nology [6]. This technology will enable a user to 
converse with a computer in everyday language on 
any topic. Casual conversation is, of course, easy for 
human beings but extremely difficult for computers. 
This is because current technology cannot easily 
handle the many and varied topics that a user may 
want to talk about, and it cannot develop a deep 
understanding in the way that a human can of com-
plex subjects raised by the user. In the AI field, the 
former problem is known as the frame problem and 
the latter as the symbol grounding problem. Against 
this background, we have undertaken the develop-
ment of casual conversation technology and have 
succeeded in achieving a certain level of casual con-
versation with a computer by combining large-scale 
text data and language processing technology. This 
technology is being used in casual-conversation 

application programming interfaces for developer use 
and in commercially available communication toys.

A system based on casual conversation technology 
structures large volumes of content on the Internet 
(blogs, microblogs) using language processing tech-
nology and constructs an utterance database and 
knowledge database (Figs. 3 and 4). When a user 
utterance is input, the system recognizes the topic and 
intention of that utterance based on the context. It 
then produces a response in line with the user’s inten-
tion by searching for an appropriate system utterance 
from an utterance database or by generating a system 
utterance using a knowledge database. If the user 
utterance is a question, the system uses question 
answering technology to obtain a word or phrase 
from the Internet as a response. This mechanism 
enables the system to produce responses on a variety 
of topics that may appear in casual conversation. 

However, it is not sufficient in itself to achieve 
human-like behavior. Achieving Agent-AI that can 
form an attachment as a partner and carry on extend-
ed conversations will require mechanisms for remem-
bering things about the conversation partner, express-
ing individuality, and understanding emotions. For 
this reason, we are equipping Agent-AI with tech-
niques for user information extraction, utterance 
characterization, and judgment of user desire to con-
tinue the current topic. These techniques will enable 
the construction of user information databases based 
on user utterances, conversion of system utterances to 
ones expressing a personality, and a change of topic 
if the system detects that the user appears to have lost 
interest in the current topic.

Fig. 3.   Configuration of casual conversation technology.
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5.   Future outlook

Finally, we would like to touch upon the Todai 
Robot Project (Can a Robot Get into the University of 
Tokyo?), a major AI project that has been attracting 
attention. This project is a grand challenge led by 
Japan’s National Institute of Informatics to develop 
AI that can pass the entrance exam of the University 
of Tokyo. Specifically, it aims to achieve a high score 
in the National Center Test for University Admissions 
by 2016 and to pass the University of Tokyo exam by 
2021. Passing the latter will require the development 
of AI that can take and pass tests in a variety of aca-
demic disciplines.

NTT has been participating in this project since 
2014 and has been placed in charge of English as a 
target discipline [7]. In addition to learning vocabu-
lary and grammar, English presents a variety of prob-
lems, including the reading and comprehension of 
long sentences and conversational text, the matching 
up of text with tables and figures, and the use of 
diverse language processing skills. Solving problems 
that human beings actually solve is what achieving 
Agent-AI is all about. The program that we have con-
structed for solving these English problems can pres-
ently achieve a level of performance equivalent to 
that of an average human examinee. Our aim, how-
ever, is to achieve Agent-AI that is useful in problem 

solving and supportive to people through the experi-
ences gained in this project and the results of 
researching and developing casual conversation tech-
nology.
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Fig. 4.   Example of conversation enabled by casual conversation technology.
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