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1.   Introduction

Artificial intelligence (AI) continues to advance 
and is being applied in numerous fields with various 
objectives, including with the aim of achieving an 
enriching society that fulfills the needs of mind and 
body. Accordingly, AI technologies have recently 
gone beyond machine intelligence for making logical 
inferences and are now being applied to understand 
human intellect, sensitivities, and emotions—all 
aspects related to the human mind. Thanks to advanc-
es in machine learning and other technical fields, 
there are now robots that can recognize human emo-
tions by analyzing facial expressions and vocal pat-
terns.

However, human emotions and psychological states 
are not always expressed by such explicit information 
as a person’s facial expressions or voice. A machine 
would not surpass human performance in recognizing 
another’s emotions as long as it uses only explicit 
information. Consequently, by adding the ability to 
measure unconscious physiological responses such 
as eye movement and heartbeat, NTT aims to achieve 
AI that can read a person’s implicit mental state in a 

way that only a computer could recognize and com-
municate with humans more effectively than even 
humans can.

The brain-computer interface (BCI) based on elec-
troencephalographic measurements has progressed 
as a basic technology for learning about a person’s 
implicit mental state. This technology, however, has 
significant restrictions and suffers from high noise 
and low robustness, and as a result, its use has largely 
limited to certain fields such as medical care. Conse-
quently, BCI is not considered to be ready for use in 
everyday scenarios.

NTT Communication Science Laboratories has 
developed a basic technology for evaluating a per-
son’s mental state by examining the person’s eyes, as 
an alternative to electroencephalographic measure-
ments. This technology has practical advantages in 
that it enables eye-related information to be obtained 
by a camera or other device in a non-invasive and 
non-contact manner and enables data to be measured 
without interfering with people’s natural movements 
and sensations.
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Abstract
Technology for reading the mind is an important element of Heart-Touching-AI, which aims to under-

stand and support the human mind and body. The well-known saying “The eyes are the windows to the 
soul” expresses the fact that pupil response and eye movement can reveal information about a person’s 
mental state. Research is underway at NTT Communication Science Laboratories to find the principles 
of understanding a person’s mental state from his or her eyes in order to develop basic technologies that 
can apply such a capability to real-world problems.
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2.   Information expressed by the eye

What kind of information can we obtain from the 
human eyes? The pupil, the black hole surrounded by 
the iris, adjusts the amount of light admitted to the 
retina. The light reflex property of the pupil is well 
known; the pupil constricts in a bright environment 
(miosis) and dilates (mydriasis) in a dark environ-
ment. A number of studies have been published that 
suggest a relationship exists between pupil diameter 
and various cognitive processes such as target detec-
tion, perception, learning, memory, decision making 
(e.g., [1]). The factor that determines the pupil diam-
eter is the balance between the mutually antagonist 
actions of the pupil’s sphincter muscle and dilator 
muscle, which are respectively governed by the para-
sympathetic nervous system and the sympathetic 
nervous system. The pupil cannot be controlled con-
sciously (voluntarily).

The eyeball, meanwhile, moves under the control 
of the external eye muscle governed by the oculomo-
tor nerve. Eye movement can be a voluntary process 
as when turning one’s gaze toward something that 
one wants to look at. However, it can also be involun-
tary in the case when one’s line of sight moves uncon-
sciously toward a novel or conspicuous stimulus, or 
when small, jerk-like eye movements (microsac-
cades) occur in a state of visual fixation. Such invol-
untary eye movements have been said to reflect a 
state of caution induced by external stimuli or a state 
of latent caution (not accompanied with a change of 
gaze) [2]. Many evaluations of microsaccades have 
been done to measure their frequency of occurrence, 
and we as well have taken up a detailed evaluation of 
their dynamic characteristics and have been achiev-
ing results. 

A variety of neural pathways contribute in a com-
plex way to the control mechanisms governing pupil 
diameter and eye movement. This system includes 
nerve nuclei that are thought to have a deep relation-
ship with cognitive processes. Nuclei whose func-
tions are of particular interest include the locus coe-
ruleus and the superior colliculus in the brain stem. 

The locus coeruleus appears to play an important 
role in alertness, anxiety, stress, attention, and deci-
sion-making. These activities interact with various 
regions of the brain via noradrenaline pathways, and 
the pupils dilate through actions of the sympathetic 
nervous system [1, 3]. 

The superior colliculus, meanwhile, has been said 
to play a role in spatial attention and in controlling the 
direction of sight, but recent research has revealed 

that it can also interact with the pupils via the para-
sympathetic and sympathetic nervous systems [1, 2]. 
Neurons inside the superior colliculus react to stimu-
li associated with visual, somatic, and auditory sensa-
tions, and there is a spatial map in which the positions 
of such neurons correspond to different points in 
space where the stimuli appear. The superior collicu-
lus not only receives input from lower-level sensory 
systems that it transmits to higher-level sensory areas 
in the cortex, but it also receives input from those 
higher-level sensory and associated brain areas via 
multiple pathways. It also receives projections from 
the basal ganglia and locus coeruleus as well. Read-
ing the mind via pupil response and eye movement is 
based on inferences of the cognitive processes that 
are supported by this complex nervous system. 

3.   NTT activities in Heart-Touching-AI

We introduce here our recent efforts in developing 
Heart-Touching-AI. A number of experiments have 
confirmed that the pupil and eye movements react to 
the conspicuousness (saliency) of sound and to the 
degree that the sound differs from what was expected 
(surprise). Some of these preliminary findings have 
been presented in previous articles in this journal 
[4, 5]. 

In the case of music, the saliency and surprise of 
tone and melody are thought to be important factors 
that determine a person’s affinity and preference for a 
particular song or piece of music. We have created a 
model for estimating a person’s affinity and prefer-
ence for a piece of music by extracting appropriate 
multidimensional features from pupil response and 
eye movement and using machine learning technolo-
gy (Fig. 1). We found that with this model, it is pos-
sible to estimate a listener’s subjective music rating 
score with a certain level of accuracy [4].

A similar approach can be applied to evaluation of 
stimuli other than music, for example, fondness (pref-
erence) for a face. In an experiment, we presented 
images of faces to the observers while measuring 
their pupil responses. At this time, miosis was found 
to occur when the brightness of those images was 
changed. However, it was also found that the extent of 
miosis differed between the presented images even 
though the change in brightness was the same for all 
images (Fig. 2). We asked the observers to subjec-
tively evaluate facial-image preference and found that 
the extent of miosis corresponded to the observer’s 
subjective evaluation [6]. Furthermore, using a model 
similar to the one described above, we confirmed that 
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an individual’s evaluation with respect to facial pref-
erences could be predicted with high accuracy by 
combining a variety of features including those of 
pupil response and eye movement.

It would be natural to say that this correlation 
between pupil diameter and facial-image preference 

obtained in the above experiments shows how the 
cognitive process associated with facial-image pref-
erence appears as a change in pupil diameter. How-
ever, we also consider the possibility of an inverse 
cause-and-effect relationship, in which differences in 
certain features in individual images give rise to  

Fig. 1.   Model that estimates a person’s latent state of mind based on eyeball movements and pupillary reflex.

Estimate
(Classify)

Using novel method

Classifier
(Model)

Model
construction

Feature
extraction

Label
(Evaluation)

Decode mental states from eye measurement.

Preference Attention Drowsiness

Picture, music, …

or

Data
acquisition

Microsaccade

Pupil size change

Time (s)

Time (s)

P
os

iti
on

 (
de

g) 1

2

0

0.5

0

−0.5

−10 1 2

P
up

il 
si

ze
 c

ha
ng

e
(z

-s
co

re
)

−3
0 1 2 3

Fig. 2.   Example of pupillary response to facial images.
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differences in miosis, which in turn acts on the cogni-
tive process. 

To examine this possibility, we conducted an exper-
iment on manipulating the amount of miosis by intro-
ducing a change in brightness to the background 
picture instead of to the facial images themselves [6]. 
We found that the subjective evaluation of facial-
image preferences changed in conjunction with the 
amount of empirically introduced miosis. This find-
ing has important implications. It can be said that the 
pupil not only expresses the state of mind but that it 
is also a window that will enable AI to act on a per-
son’s mind or mood.

4.   Future outlook

In research up to now, the emphasis has been on 
music preferences and facial preferences as targets of 
estimation. However, targets that can be estimated 
through eye measurements are not limited to prefer-
ences. As explained at the beginning of this article, 
the pupil response and eye movement are governed 
by the complex nervous system. Therefore, it is 
inferred that the eyes latently reflect various cognitive 
processes such as pleasure/displeasure, drowsiness, 
tension, and fear. The framework of feature extraction 
and machine learning at the core of our technologies 
is generic enough to be applied to any of those cogni-
tive aspects (leaving aside the accuracy of the learn-
ing outcome). 

However, a necessary condition here for the 
machine learning is that correct data are correctly 
obtained. For example, to learn what types of eye 
movements occur when people are sleepy, the eye 
movements of a person in an actual state of drowsi-
ness must be recorded. Up to now, it has been possi-
ble to obtain preferences related to targets such as 
music and facial images through questionnaires 
administered in a laboratory, so it has been relatively 
easy to obtain correct data. However, the estimation 
of feelings such as fear and anger is difficult to record 
in a laboratory because of ethical issues, and it is also 
difficult to quantify subjective emotional states, even 
by the observers themselves. 

Another issue here is that pupil response and eye 
movement can be affected by a variety of external and 
internal factors, and it is therefore difficult to find 
simple correspondence with specific cognitive pro-
cesses or neural activity in real-world situations. In 
future research, sophisticated psychological and 
behavioral experiments and independent biological 
reaction measurements will be necessary to accu-

rately evaluate unconscious cognition. Given that 
many evaluation methods themselves have not yet 
been established, the only way to solve these prob-
lems is to employ a variety of measurement and 
analysis techniques while keeping their underlying 
mechanisms and limitations in mind, thereby enhanc-
ing our understanding a little at a time. At NTT, we 
are addressing these issues through basic research 
that spans diverse fields from physiology and psycho-
physics to machine learning technologies and through 
mutual interaction among those fields. 

Of course, development in measurement technolo-
gy itself will also be necessary. The most common 
approach to measuring pupil and eye movements is to 
apply image processing to images captured by cam-
era. Today, the smartphones, tablets, and personal 
computers that we have all come to use are equipped 
with web cameras, so we can consider that platforms 
capable of measuring eye activity are expanding all 
around us. The frame rate of a typical web camera, 
however, is only several dozen frames per second 
(fps). If high-speed image capture becomes possible, 
we can envision the catching of latent reactions of 
short duration such as the dynamic characteristics of 
microsaccades. In our research, we are capturing 
images at 1000 fps using specialized eye-measure-
ment devices, so one key to applying this achieve-
ment to general devices will be the development of 
high-speed cameras.

Provided that we accumulate basic knowledge, col-
lect substantial data via sound experiments, and 
upgrade measurement technologies, we feel that the 
day in which AI will be able to read a person’s mind 
(or act on a person’s mind) by looking at that person’s 
eyes is not that far off. 
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