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1.   Introduction

NTT Network Service Systems Laboratories built a 
demonstration environment called NetroSpherePIT 
(hereinafter referred to as PIT) to realize the Netro-
Sphere concept and commenced experiments [1, 2]. 
The name PIT was selected as a starting point for 
releasing new technologies and services into the field. 
This will be done by NTT in collaboration with a 
broad range of partners such as vendors, carriers, and 
academics both domestically and internationally who 
participate in the demonstration experiments. In PIT, 
products will not only be tested as a single item but 
will also be verified from the viewpoint of total ser-
vice using a series of products. PIT will also function 
as a venue for collaboration among partner compa-
nies. Our objectives are to visualize the NetroSphere 
concept and to create an environment in which net-
work operators and partner companies can experi-
ence the usability of NetroSphere. PIT will also be 
applied as infrastructure for research and develop-
ment (R&D) and will be used actively as a venue to 
accumulate technology. 

In this article, we introduce PIT and the use sce-
narios for verifying the NetroSphere concept, which 
was exhibited at the NTT R&D Forum held in  

February 2016. 

2.   Summary of NetroSpherePIT

PIT consists of key components that realize the 
NetroSphere concept. These include Multi-Service 
Fabric (MSF), Flexible Access System Architecture 
(FASA), MAGONIA, Integrated Control, operator 
cooperative functions, network security, and Atelier 
N. The overall structure of PIT is shown in Fig. 1. 
With PIT, all communication applications are 
achieved using software and mounted on MAGO-
NIA, which is the application platform. The MSF 
transfer/switching platform, which is shared by vari-
ous services, connects network functions in different 
locations. Furthermore, the access network is made 
from a virtual optical line terminal (OLT), which con-
forms to the FASA concept in which the access sys-
tem function is implemented by software on general-
purpose hardware. PIT is thus realized by using gen-
eral-purpose hardware and a uniform architecture and 
platform. 

Each communication application and MSF, MAGO-
NIA, and the virtual OLT can be uniformly managed 
and operated by a MOOS (management, orchestra-
tion, and operation system), which has an orchestrator 

NetroSpherePIT: Demonstrations to 
Accelerate the Adoption of 
NetroSphere
Takenori Okutani, Akio Kawabata, Tadashi Kotani, 
Takashi Yamada, and Masato Maruyama

Abstract
We constructed a demonstration experiment environment called NetroSpherePIT in order to material-

ize and visualize the NetroSphere concept, and we commenced demonstration experiments with various 
technologies required for its implementation. In this article, we explain one of the NetroSpherePIT dem-
onstration experiments and the technical issues that were revealed in the experiment.

Keywords: NetroSphere, demonstration experiment, collaboration

Feature Articles: Initiatives for the Widespread 
Adoption of NetroSphere



2

Feature Articles

Vol. 14 No. 10 Oct. 2016

function. The function deployment model is shown in 
Fig. 2. This model uses the NFV (network functions 
virtualization) architecture as the base and is config-
ured so as to achieve efficient management of net-
works and server resources. Also, the application 
programming interface (API) for collaborating oper-
ators is extended. We plan to further develop this 
model taking into consideration the implementation 
of products available on the market. 

To confirm the validity and feasibility of the Netro-
Sphere concept, we checked the following four 
operations, which are the basic network functions of 
each component: 

(1)  Network slice function to provide multiple 
network services on an identical infrastructure 
network

(2)  Technology enabling the use of various net-
work functions on the general-purpose server 
via software

(3)  Technology that controls the network slice 
and network functions in a consolidated man-
ner on general-purpose servers

(4)  API function that enables collaborating opera-
tors to control various network functions

In addition, we extracted the following three high 
level requirements to verify the effectiveness of visu-
alization on the NetroSphere concept. From these we 
created a scenario, where NetroSphere operates as 
one system, and then verified its performance. 

Fig. 1.   Structure diagram of NetroSpherePIT.
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2.1    Hardware that is general-purpose and modu-
larized, works regardless of location, and can 
be pooled

Various communication services (e.g., EPC 
(evolved packet core), Internet service provider (ISP) 
access, virtual private network (VPN) service) pro-
vided by the NTT Group are delivered on identical 
infrastructures. A backup resource can be shared and 
will operate regardless of location. The specific 
details are as follows:

(1)  Each service function will be provided on 
identical hardware on MSF and MAGONIA.

(2)  Various supplier devices will be used and can 
therefore be automatically embedded into the 
network, regardless of who performs the 
maintenance or of the use of other devices.

(3)  A backup resource located in a broad area for 
a limited period/limited area can be used.

2.2    Delivering one-stop service from service 
operator

Various network functions are provided by an inte-
grated interface, which enables one-stop service. 

(1)  The service from the access network to the 
VPN and to the cloud is controlled on the GUI 
(graphical user interface) of the service opera-
tor using an interface defined by common 
specifications within the group.

(2)  A solution service is provided by linking 
applications provided by the system integrator 
and network functions (from the API).

Network functions for various operational tasks will 
be controlled in an integrated manner and will be 
automated. 

(3)  Total network security is provided through the 
collection/analysis of attacks, determination 
of countermeasures, and control of each net-
work function.

(4)  When devices are added or are damaged, the 
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setting/control of related devices is autono-
mously controlled, and the standard architec-
ture is always autonomously maintained.

2.3    New increase in network value for future net-
work services

With NetroSphere, we will expand NTT’s business 
coverage by providing network functions that meet 
new network requirements for the Internet of Things 
(IoT) and the 5G (fifth-generation) mobile communi-
cation network.

(1)  Virtual network functions such as a low delay 
application, vCPE (virtual customer premises 
equipment), and virtual base band unit 
(BBU)*1 will be provided.

(2)  A network middle entity that provides new 
added value to machine-to-machine (M2M) 
and IoT will be provided.

3.   Items validated for NetroSpherePIT

We created three scenarios and evaluated the sys-
tem operation in each scenario in order to meet the 
high level requirements mentioned in subsections 
2.1–2.3. We explain the scenarios here. 

3.1    Achieving common architecture for commu-
nication carriers

This use scenario is for communication device ven-
dors and communication carriers where the NTT 
Group provides communication services on an identi-
cal infrastructure, which is intended to improve the 
efficiency of various operations. For this scenario, we 
loaded a tunnel function that is accessed by ISPs, as a 
communication application operating on a general-
purpose server. This enables the application functions 
to be regenerated across locations when a failure 
occurs, and to be controlled together with the changes 
in network paths. We can thus provide a highly reli-
able service efficiently. To deal with sudden increases 
in demand, we created a communication application 
remotely on a general-purpose server deployed as 
backup. By embedding such schemes, we can handle 
the situation in a flexible manner without a large 
capital investment, even if there are unclear demands 
such as IoT/M2M or various service requirements.   

Going through these use scenarios clarified that we 
needed to implement different functions according to 
each network function and in order to automatically 
embed functions in the network without affecting 
maintenance personnel or other connected devices. 
We will study efficient ways of achieving this and 

will also investigate the fully automated maintenance 
and operation.

3.2   Providing one-stop operation
This use scenario is for middle B operators (the 

second B in the B2B2X (business-to-business-to-X) 
business model). With this scenario, middle B opera-
tors use the API provided by the network realized by 
NetroSphere and link/interlock NTT networks to 
operator services to achieve one-stop operation. It is 
also intended to achieve monitoring/control in a 
similar way to that of the network built by the opera-
tor itself. When middle B operators deliver applica-
tion services on the cloud, or their own network ser-
vice together with NTT’s VPN as a package, the 
middle B operators create VPN functions by using 
TMF (TeleManagement Forum)’s standard API, thus 
enabling real-time monitoring of network status such 
as failures. Embedding such a scheme in the network 
makes it possible to achieve efficient operation 
among operators. We can expect to see an expansion 
of middle B business and a further expansion of net-
work usage resulting from this. 

In this use scenario, the service identification (ID) 
that is managed by the network orchestrator and the 
server orchestrator, both of which provide a service 
catalogue*2, as well as the ID that is allocated to the 
network function, which is a component of those 
orchestrators (such as the VLAN (virtual LAN)-ID of 
the switch), are currently assigned in a fixed format 
and are locally managed. We found that it is neces-
sary to investigate the management format of the ID 
(local/distributed) and the allocation format to ensure 
the reliability of the whole system and to improve 
operational efficiency. The challenge will be to 
implement/promote this format to orchestration ven-
dors. 

3.3    Creating service together with service opera-
tors

This is a use scenario for service operators that is 
aimed at simplifying the development of new servic-
es by combining the communication service provided 
by the network and the application provided by the 
service operator. In this scenario, we created a devel-
oper portal that enables functions and applications 
provided by NetroSphere to be seen in a unified 

*1 BBU: Digital signal processing section that is part of the wireless 
base station.

*2 Service catalogue: Devices and configuration to provide network 
service in the orchestrator.
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manner. We also developed a trial application using 
APIs for service operators, which has been released 
via Atelier N. 

We will use all of these use scenarios to extract 
issues in order to improve usability when service 
operators make use of various network functions, and 
we will create collaborative services with the service 
operators. 

4.   Future development

We constructed PIT using key components that 
materialize the NetroSphere concept such as MSF, 
FASA, MAGONIA, Integrated Control, operator 
cooperative functions, network security, and Atelier 
N. In the future, we will conduct experiments on PIT 
for new services and functions with operating compa-
nies of NTT as well as service operators, and we will 
make use of PIT as a venue to clarify the effects and 
issues of NetroSphere toward its commercialization. 
We will work out the specifications of individual 

products together with the Asia Pacific (APAC) carri-
ers and work to spread the use of the products. To 
achieve this, we plan to actively use PIT to conduct 
experiments together with APAC carriers. 

At the same time, we will actively connect the net-
work with each NTT operating company and research 
institution, and use this as an R&D network. By con-
tinuing these endeavors in the PIT environment, we 
hope to deliver technology that is useful for NTT 
business and that contributes to the development of 
the industry. 
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