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1.   Introduction

Many robots and applications have been developed 
recently that are designed to converse with people. A 
few years ago, most conversational systems were 
implemented on smartphone applications. Some 
companies working in this field, notably Pepper 
(SoftBank Group Corp.) and OHaNAS (TOMY 
Company, Ltd.), changed direction and began devel-
oping technology to enable conversations between 
people and robots. Robots that can communicate with 
people through conversation are expected to be used 
as a natural interface between people and information 
and also as a way to improve human communication 
skills. 

Yet how fluently can such conversational systems 
talk with people? People who have actually had con-
versations with them may have been disappointed if 
the robots output meaningless utterances because the 
robots did not understand some aspects of the human 
voice or did not have detailed knowledge of certain 
dialogue topics. 

Current (especially commercial) conversational 
systems are developed with many hand-crafted 
response rules assuming that correct texts are 
obtained from speech recognition. This approach 
enables us to create appropriate and interesting 
response rules for frequently used user utterances. 

Furthermore, we can reduce the cost of developing 
such rules by dissociating textual appropriateness 
from speech recognition performance. However, it is 
obvious that not all of the topics of user utterances are 
covered by hand-crafted rules, and inappropriate sys-
tem utterances can be generated when speech recog-
nition fails. In this article, we introduce our recent 
work to overcome these problems.

2.   Automatic response generation for 
various topics

Rule-based utterance generation is widely used in 
conversational systems. In this method, we first con-
struct a dialogue example database that consists of 
pattern-response utterance pairs (called rules). The 
rules are created manually or gathered from actual 
dialogues. Then, a system applying this approach 
retrieves patterns that match a user utterance and out-
puts responses associated with the retrieved patterns. 
This rule-based approach works well when the range 
of dialogue topics is narrow. For example, recent 
rule-based systems such as A.L.I.C.E. (Artificial Lin-
guistic Internet Computer Entity) have repeatedly 
won the Loebner Prize (an artificial intelligence com-
petition for chatterbots). However, to generate utter-
ances for conversational systems, the huge variety of 
topics in conversations means that substantial 
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resources are required to build enough rules to cover 
all topics and to maintain the developed rules without 
contradiction.

To make it feasible to automatically generate sys-
tem utterances that are relevant to such a wide variety 
of topics of user utterances, a retrieval-based 
approach has been proposed. This approach retrieves 
sentences from the web or microblogs as system 
utterances by word matching with user utterances. 
This approach can generate responses relevant to user 
utterances by leveraging a wide variety of topics of 
web articles. However, since the retrieved sentences 
include the inherent contexts of the document in 
which the sentences originally appeared, the retrieved 
sentences may contain information that is irrelevant 
to user utterances.

To automatically define the relevancy between top-
ics, we utilize dependency relations that express more 
specific relationships than normal co-occurrence. We 
propose an utterance generation method that com-
bines two strongly related semantic units (phrase 
pairs with dependency relations that represent the 
topics of utterances) to create a system utterance; 
here, the first semantic unit is the one found in the 
user utterance, and the second semantic unit is the 
one that has a dependency relation with the first one 
in a large text corpus (Fig. 1) [1]. Our method gener-
ates utterances that have new information relevant to 

the current topics, which makes it easier for users to 
continue talking about the topic than with conven-
tional methods. 

3.   Design of system personality

Using the method explained above, we can auto-
matically obtain system utterances that relate to user 
utterances. However, is the development of conversa-
tional systems all that is required? Actually, in con-
versations, people often ask questions related to the 
specific personality or characteristics of the person 
with whom they are talking, for example, questions 
about their favorite foods or their experience playing 
sports. Such personality questions have reportedly 
appeared in conversations with task-oriented dia-
logue systems [2]; therefore, it is necessary to 
respond to such questions to achieve conversational 
systems. However, these questions cannot be 
answered with the prior utterance generation method. 
Moreover, if we develop question-answering systems 
based on information on the web, it will be difficult 
to maintain consistency among answers.

Therefore, we developed a question-answering sys-
tem for questions that ask about an agent’s specific 
personality, using manually created large-scale ques-
tion-answer pairs. We first developed a Person Database 
(PDB) with large-scale personality question-answer 

Fig. 1.   New utterance generation method.
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pairs for six personas gathered from many question-
ers and a few answerers and categorized the questions 
manually (Fig. 2) [3]. Our question-answering sys-
tem responds to about 60% of personality questions 
and improves user satisfaction of dialogues.

4.   Implementation of dialogue systems in 
actual robots 

We have so far developed conversational systems 
for the text-chat format, but it is becoming more 
popular to use robots with speaking capabilities as a 
dialogue interface. To examine how our system can 
talk with people naturally, we collaborated with Pro-
fessor Hiroshi Ishiguro at Osaka University and 
implemented our conversational systems in Gemi-
noids, which are robots with human-like appearance. 
The architecture of this system is as follows. The 
system first captures user voices with a microphone 
and converts the voices to text using speech recogni-
tion technology. Our conversational system generates 
response texts for the user utterances. Finally, the 
text-to-speech system converts the response texts to 
system voices. We demonstrated this robot system at 
a well-known event called South by South West 
(SXSW) [4], and on a TV program titled “Matsuko x 
Matsuko.”

When we talked with the robot using only voice, the 
robot sometimes gave inappropriate utterances 
because of speech recognition errors, which was as 
we expected. Moreover, if a user said multiple sen-
tences to the robot in rapid succession, the robot was 
unable to keep up with the user utterances. These dif-

ficulties were also expected. In contrast, though, 
some problems were unexpectedly resolved through 
voice conversation. For example, users that talked 
with the robot using voice only were more insensitive 
to breakdowns in dialogue logic than when text chats 
were used. Additionally, when a robot generated 
inconsistent utterances, users tended to continue the 
dialogue if they were facing an actual robot. This 
behavior was totally opposite to that observed in text 
chats. It has been reported that people tend to main-
tain relationships with dialogue partners, and we 
assume that this effect exists even with robots when 
they have a human-like appearance [5]. We are cur-
rently investigating these advantages and trying to 
incorporate them as fundamental techniques of dia-
logue systems.

5.   Dialogue with multiple robots

Multiple robots or computer-generated agents were 
reported to be effective for maintaining active and 
natural dialogues in system-initiative dialogue sys-
tems such as those for museum audio tour guide 
systems [6]. We therefore developed techniques to 
avoid dialogue breakdown through collaborative 
interaction between robots when utterance generation 
or speech recognition returns the wrong results 
(Fig. 3).

5.1   Utterance generation errors
An example is given in Fig. 3(a) in which the robot 

understands only part of the user utterance (coat) and 
generates system utterances with slightly wrong  

Fig. 2.   Development of Person Database (PDB).
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dialogue topics (The trend this year is Chesterfield 
coats). Robots that talk with users have a duty to 
respond appropriately to user utterances. However, in 
this case, since the robot cannot generate an appropri-
ate response utterance, the user is disappointed with 
the robot response. 

In contrast, when there are two robots, if robot A 
responds to a user utterance with fillers, the duty is 
partially fulfilled. At that time, if robot B generates 
the earlier utterance, this utterance can be construed 
as a new dialogue topic that is introduced based on 
the previous dialogue topic that is reacted to by robot 
A; therefore, the user does not sense the slight inap-
propriateness of the utterances and easily continues 
talking.

5.2   Speech recognition errors
When a critical error occurs in speech recognition, 

it is expected that the system and user utterances will 
be completely inconsistent (Fig. 3(b)). We developed 
a technique to avoid speech recognition errors using 
dialogue breakdown detection technology that identi-
fies inconsistent utterances. When a speech recogni-
tion error is detected, our robots have a conversation 

according to the dialogue topic that contained the 
previous dialogue history. In this case, although the 
user feels that the robots are ignoring the user, since 
the dialogue topics are consistent and the dialogue 
itself is continuing, it is more natural than when the 
robots generate utterances using the wrong results of 
the speech recognition. We found that this technique 
significantly improved user satisfaction compared to 
the case when a single robot tried to avoid this type of 
dialogue breakdown with the same approach.

6.   Conclusion

In this article, we introduced our text-chat based 
conversational systems and its implementation with 
one or more actual robots. We are also tackling other 
issues such as voice synthesis that expresses utter-
ance intentions, automatic evaluation of conversa-
tional systems, and improvements in turn-taking to 
achieve user-friendly conversational robots.
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Fig. 3.   Conversation with multiple robots.
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