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1.   Introduction

An agent service is a type of service in which an 
artificial intelligence (AI) agent takes the place of a 
human being. Businesses such as contact centers and 
information desks that respond to inquiries based on 
specialized knowledge have growing needs. The user 
(customer) of an agent service makes inquiries or 
requests by talking or chatting by text with an agent. 
The agent, meanwhile, makes an attempt to under-
stand what the user is saying, and based on a previ-
ously learned business flow and business knowledge, 
provides the information the user desires, or executes 
a procedure requested by the user after confirming 
with the user the information needed for that proce-
dure. At this time, a natural response from the agent 
might include casual conversation in addition to deal-
ing with the current task. Such an exchange between 
a user and agent is carried out in everyday language 
used by people, that is, in natural language. 

We note here that the huge amount of specialized 
knowledge in business documents such as manuals 
that must be acquired by business personnel is also 
written in natural language. An AI agent, however, 
performs processing using computer-oriented 
(machine) languages (database query languages, web 
application programming interfaces (APIs), etc.) and 
structured data (relational databases, etc.). Therefore, 
information in user utterances and business docu-

ments expressed in natural language must be con-
verted to a machine-readable form. 

Agent-AI powered by the NTT Group AI technol-
ogy called corevo® is technology that supports hu-
mans by interpreting the information they generate. 
Natural language processing technology is one 
important technology making up Agent-AI [1]. This 
article introduces natural language processing tech-
nology for achieving agents that can respond accu-
rately to specialized inquiries from users while being 
equipped with a variety of knowledge groups ena-
bling intelligent and friendly conversation on a wide 
range of topics with users (Fig. 1).

2.   Natural-language equivalence judgement 
technology for understanding diverse expressions

An agent possesses knowledge expressed in natural 
language, and its function is to compare natural-lan-
guage utterances made by the user with that natural-
language knowledge. For example, frequently asked 
questions (FAQ) is a document or website link con-
sisting of knowledge written in natural language in 
the form of question (Q) and answer (A) pairs. As 
such, it can be used to respond to a query from the 
user by comparing user utterances with FAQ ques-
tions and presenting to the user the answer (A) cor-
responding to the question (Q) matching those utter-
ances. 
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In addition, each dialogue rule in business dialogue 
scenarios (a set of dialogue rules based on a business 
flow) consists of a user utterance (U) and system 
utterance (S) pair. These rules can be used to compare 
a user’s utterance with stored user utterances (U) and 
return the system utterance (S) corresponding to the 
user utterance (U) matching the actual utterance 
made by the user. However, agent knowledge targeted 
for comparison rarely matches a user utterance at the 
character-string level given the diversity of user 
expressions, so there is a need for technology that can 
determine equivalence between expressions in terms 
of intention.

To meet this need, NTT Media Intelligence Labora-
tories developed natural-language equivalence judge-
ment technology (Fig. 2). This technology dynami-
cally constructs quantified semantic concepts of 
words based on a large-scale Japanese language 
semantic dictionary and on word occurrence distribu-
tion in large volumes of text. It then judges semantic 
similarity in natural-language statements targeted for 
comparison. This approach makes it possible to 
understand diverse expressions characteristic of the 
Japanese language and to identify with high accuracy 
agent knowledge that semantically agrees with user 
utterances.

3.   Information extraction technology for 
providing information and executing external 

services from user utterances

NTT Media Intelligence Laboratories is also 
researching and developing technology for extracting 
information from user utterances for two main pur-
poses. The first is to provide pinpoint information 
using business knowledge such as fees for specific 
product options. The second is to perform procedures 
or obtain information using systems external to the 
agent as in making/checking reservations or checking 
inventory. 

First, we describe the flow of providing pinpoint 
information based on business knowledge, referring 
to Fig. 3. In response to a user request for informa-
tion, the agent provides appropriate information 
using a knowledge base. For example, given the ques-
tion “Until when will contract X provide compensa-
tion?” from the user, the system interprets this natu-
ral-language statement and returns “insurance peri-
od” for “contract X” as a reply. 

Of course, there are many and varied products other 
than insurance policies in the world, and with this in 
mind, NTT Media Intelligence Laboratories has 
developed technology that enables robust informa-
tion extraction even for user utterances related to 
unknown products through the use of general  

Fig. 1.   Agent equipped with diverse knowledge groups.
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language features. This is achieved by automatically 
inferring the type of question posed. In this example, 
the technology would infer that the user is asking 
about “period” when speaking the words “until 
when” and would use this inference as a general lan-
guage feature [2].

Next, in the case of external services, the system 

automatically performs processing to connect to an 
external API and satisfy the user’s request. For exam-
ple, in response to a user who simply says, “I would 
like to receive an insurance consultation on Saturday 
this week,” it would be possible to automatically 
execute an appointment procedure by understanding 
the intention of specific keywords in the user’s  

Business document (insurance pamphlet)

Understanding
table structure
(deep learning)

User question System answer

Premium

Period

Contract

X Y

(contract-X,  period) = up to end of March next year

(contract-Y, period) = 1 year from start of contract

Information
extraction

Up to the end of March
next year. This is in the
blue-framed section
of the manual.

Comparison
result Trustworthy Insurance 20xx Version

—Customer Pamphlet—

1000 yen/month 10,000 yen/month

Up to end of March
next year

1 year from start of
contract

(contract-X, premium) = 1000 yen/month

(contract-Y, premium) = 10,000 yen/year

Until when will contract X
provide compensation?

Knowledge base (result of understanding
table structure)

Fig. 3.   Provision of pinpoint information based on business knowledge.

Fig. 2.   Natural-language equivalence judgement technology.
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utterance. Here, the system would infer the desired 
date to be “July 24” (the actual date indicated by 
“Saturday this week”), the user’s objective to be 
“insurance consultation,” and the desired processing 
to be “appointment.”

4.   Table classification technology for converting 
knowledge from human use to AI use

Discovering intelligent information within docu-
ments and putting it into an AI-readable form is an 
important role of natural language processing tech-
nology. Knowledge acquired from documents is use-
ful for improving information retrieval and Q&A 
services, which search for information from a mas-
sive amount of data, and for supporting human 
activities in contact centers and elsewhere.

Documents are filled with information in various 
formats, and tabular data, in particular, group togeth-
er important information. However, AI has not been 
able to make maximum use of such data as knowl-
edge. Tables that we usually unconsciously read fall 
into a number of types, and we cannot acquire knowl-
edge correctly from the table unless we can distin-
guish between the tables (Fig. 3). Research to identify 
different types of tables has been carried out since the 
first half of the 2000s, but the ability to accurately and 
exhaustively acquire knowledge from documents has 
not reached human level.

What kind of ability is necessary to identify table 
types that AI has not been able to achieve? It is the 
ability to understand both the meaning of the text 
written in each cell in the table and the semantically 
characteristic blocks of the cells. To address these 
two requirements, NTT Media Intelligence Laborato-
ries proposed hybrid deep learning technology called 
TabNet that combines a neural network specialized in 
understanding sequence data as in text and a neural 
network specialized in discovering features from 
matrix data as in an image [3]. This technology makes 
it possible to read tables as humans do and to acquire 
knowledge from documents with high accuracy.

5.   Dialogue rule database enabling replies in 
casual conversations with humans

Is it enough for agents to play a role only in reply-
ing to inquiries or supporting information desks? It 
has been reported that we humans have a tendency to 
chat with inanimate objects that have the look and 
feel of a human being [4]. To achieve agents that are 
more human in nature, more research is being carried 

out to find the means of achieving natural replies in 
casual conversations with humans.

To deal with casual conversation, an agent requires 
dialogue knowledge for responding appropriately to a 
wide range of user utterances. Although techniques 
exist for automatically creating dialogue knowledge 
from large volumes of text data, manually describing 
dialogue rules is an effective technique for achieving 
more accurate and effective replies. NTT Media 
Intelligence Laboratories has constructed a large-
scale dialogue rule database. This database deals with 
a wide variety of expressions in user utterances by 
taking into account synonyms like liquor and alcohol 
and drink and enjoy and expressions like what is and 
I want to know that express the same intent. Further-
more, by repeatedly improving rules through dia-
logue experiments, we have succeeded in construct-
ing a database comprising approximately 300,000 
rules, which enables natural dialogues with humans 
with high accuracy. 

In actual services, there are ways of creating more 
attractive agents with high-quality replies. For exam-
ple, agent characters can be configured as needed, 
and a separate set of dialogue rules customized to the 
main task of a service can be prepared and used 
together with the dialogue rule database.

6.   Future development

The technology presented here is gradually being 
implemented in the COTOHATM communication 
engine introduced in the feature article in this issue 
entitled, “COTOHATM: Artificial Intelligence that 
Creates the Future by Actualizing Natural Japanese 
Conversation” [5]. The plan going forward is to 
expand the use of this technology in NTT Group 
agent services. 

NTT is committed to researching and developing 
technologies for enhancing functions that enable AI 
to learn on its own and for achieving more intelligent 
and personalized agents.
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