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1.   Pervasiveness of deep learning

In 2016, the big news on artificial intelligence (AI) 
was the major developments in the technology known 
as deep learning, which mimics the brain cell activity 
of animals. Deep learning is expected to have higher 
accuracy than past AI technology and feature extrac-
tion, which can also be automated, making it avail-
able to a wider range of users. In addition, open 
environments and open source software are resulting 
in accelerated advancements in deep learning, and 
TensorFlow, DSSTNE (Deep Scalable Sparse Tensor 
Network Engine), CNTK (Microsoft Cognitive Tool-
kit), and other frameworks and cloud environments 
for deep learning have been created, further enabling 
its use. For specific applications such as image recog-
nition, there are now web services that let users per-
form deep learning and even prediction without pro-
gramming.

The use of deep learning is rapidly becoming wide-
spread. For example, farmers are using AI to recog-
nize and learn images of cucumbers and to distin-
guish ratings of crops, and dermatologists are using 
AI to recognize and learn images of symptoms and 
diagnose skin cancer. In the future, the use of deep 
learning is expected to become even easier, and com-
moditization will likely follow.

2.   Expanding AI applications

AI applications are expanding in various fields by 
leveraging deep learning. AI is already used in health-
care for diagnosis and drug discovery, in finance for 
stock trading and credit decisions, and in retail for 

marketing and customer service. In addition, AI tech-
nology supports our daily life in things we take for 
granted such as web search, path search, and transla-
tion activities. Thus, AI will most likely spread to all 
fields in a natural way.

Robotic process automation (RPA), a system that 
enables digital robots operating with rule engines and 
AI to automate white-collar tasks, is also becoming 
popular. RPA automates tasks without the need for 
programming, and it is currently used to perform 
rule-based automation of routine tasks. However, it is 
believed that advanced AI will be used to automate 
more sophisticated, non-routine tasks such as analy-
sis and decision making in the future. Some predict 
that more than 100 million global, full-time intellec-
tual workers will be replaced by AI by 2025 [1]. This 
will likely contribute to the resolution of labor short-
ages.

AI is also being tried in research applications. For 
example, AI was able to reproduce the condition of a 
gas that requires complex control and that is difficult 
to reproduce. AI used a method that would never 
occur to humans and completed the task in an hour 
[2]. Soon, AI may advance rapidly in research-based 
fields such as science and physics, enabling dramatic 
progress.

3.   Further evolution of AI technology

AI is rapidly advancing in image and voice recogni-
tion, and it is still evolving in other areas. One of 
these areas concerns the understanding of meaning. 
In addition to using text to explain the contents of an 
image, some researchers have recently been actively 
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trying to generate images based on text, thereby gen-
erating images that are close to the meaning of the 
text. Inter-exchangeability between language and 
images may mean that AI is getting close to under-
standing meaning.

Another area of evolution has to do with the issue 
that large amounts of teaching data are necessary for 
AI to learn. Humans have a natural ability to learn 
inductively based on events that occur and to identify 
an object after it has been taught only once. Technol-
ogy called deep reinforcement learning is attracting 
attention as a potential way to mimic this ability. 
Reinforcement learning is the autonomous learning 
of subsequent actions to take or the condition that 
needs to exist based on experience. Deep reinforce-
ment learning combines reinforcement learning and 
deep learning. With this technology, there is no need 
to provide in advance the teaching data necessary for 
machine learning. All that is required is to set up the 
desired actions and conditions. AI will then use 
repeated trial and error to learn the task. This technol-
ogy is already used in AlphaGo, an AI go playing 
machine that surprised the world by beating a profes-
sional go player in 2016. It is also being used in self-
driving cars and in robots used in factories.

Many studies are underway to make machine learn-
ing possible based on small amounts of teaching data 
for tasks to which reinforcement learning cannot be 
applied. The fundamental concept of this is called 
transfer learning, where the knowledge acquired 
when learning one task is applied to the learning of 
another, streamlining the learning process. For exam-
ple, in an image categorization task with limited 
amounts of data, teaching just one image from a cat-

egory that AI had not yet learned enabled it to achieve 
a level of accuracy that was almost equivalent to a 
case where large amounts of data were taught. If this 
technology is implemented, AI is expected to learn 
things and events at a dramatic speed, further expand-
ing its use.

4.   Importance of knowledge and technology of 
AI utilization

While the advancement of deep learning is remark-
able, it is not versatile. Therefore, it is critical to 
understand the advantages and disadvantages of deep 
learning before identifying its application areas. 
Under some circumstances, rule bases, probability/
search models, and other traditional algorithms may 
have to be selected. For example, in standard chess, 
humans cannot beat AI. However, in advanced chess, 
collaboration between AI and a human achieves bet-
ter results. Therefore, it is critical to identify the areas 
and the best method for such collaboration.

Since technologies such as transfer learning, where 
small amounts of data enable learning, are under 
development, large amounts of learning data are still 
necessary to achieve a practical level of accuracy for 
AI in a new area. For this reason, it is necessary to 
determine how much learning data can be acquired in 
advance, and whether or not a system can be built that 
can perpetually accumulate data during operation 
based on feedback. In addition, preprocessing such as 
data cleansing, and the know-how on parameter tun-
ing are important to achieve high accuracy. Machine 
learning has reached a point where a certain level of 
accuracy can be achieved. However, the knowledge 

and technology for utiliz-
ing AI will be a critical 
differentiator for compa-
nies in the future.

5.   Toward AI that 
further contributes 

to humans

Deep learning is based 
on complex network 
structures similar to actual 
brain neurons. The high 
accuracy achieved with 
deep learning has become 
possible thanks to improve-
ments in computer pro-
cessing. At the same time, 
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the process to obtain the answer has also become 
more complex, making it difficult for humans to 
understand the judgments and reason for the end 
result. This is one of the challenges of deep learning.

For instance, when humans look at an image of an 
elephant, they can recognize it as such, although they 
are probably not making a judgment based on logical 
reasoning. However, if they are asked for their rea-
sons for deciding the image is an elephant, they site 
details such as its long trunk and huge ears. Thus, just 
as humans can explain the reason after the fact, AI 
may be able to provide accurate explanations for the 
process it uses to reach its decision. 

A project is underway that aims to enable the expla-
nation of the basis of output results [3]. If AI can 
acquire the ability to explain its judgment and reason-
ing in the future, it will be easier to improve accuracy 
and apply it to cases where human lives are involved, 
such as in self-driving cars.

Discussions are also underway on the singularity of 
AI’s abilities to exceed those of humans. Many non-
profit organizations have been established with the 
purpose of keeping AI from becoming private and 
abused, developing AI to contribute to society, evalu-
ating AI’s impact, and establishing development 
principles [4]. Social, ethical, and legal issues sur-

rounding AI will need to be resolved. These efforts 
will increase in importance in the future. Although AI 
is not yet fully developed, it is important to discuss its 
development and effective use as well as its risks now. 
Doing so will contribute to the benefits of using AI 
for humans, such as the resolution of labor shortages 
and energy issues.
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