
1 NTT Technical Review

Papers Published in Technical Journals and 
Conference Proceedings

Behavioral Analysis of Kinetic Telepresence for Small 
Symmetric Group-to-group Meetings

K. Otsuka
IEEE Transactions on Multimedia, Vol. PP, No. 99, November 

2017.
Nonverbal behavior analysis revealed the effect of MMSpace, a 

kinetic telepresence developed for social telepresence, on small sym-
metric group-to-group conversations. MMSpace consists of kinetic 
avatars, equipped with flat projection screen panels as faces, that can 
change their pose and position automatically to mirror the remote 
user’s head motions. The advantage is the realistic kinetic expression 

of human head movements, which form gestures like nodding and 
indicate the focus of visual attention, through the use of four degree-
of-freedom low-latency precision actuators. Another feature is the 
support of eye contact among remote participants, which is made 
possible by the avatars’ kinetic pose changes and by adaptive camera 
selection for orienting the user’s face toward the remote addressee. Its 
limitation is its room-scale infrastructure and restricted participant 
positions. The target was a symmetric 2×2 setting, and participants’ 
nonverbal behaviors, including gaze directions and head gestures, 
were compared among three conditions: MMSpace with/without 
physical motions and face-to-face settings. There was a significant 
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difference between the conditions in terms of the duration of glance/
mutual glances, total gaze transition time, amount of head gesturing, 
and co-occurrences of head gestures in the remote participants. The 
results indicate that the avatar’s physical motion can elicit longer 
(mutual) glances with a shorter total transition time and more (co-)
occurrences of head gestures, and it makes MMSpace-based conver-
sations closer, in terms of these nonverbal statistics, to face-to-face 
ones compared with those of a static version of MMSpace without 
physical motion.

  

Generating Three-dimensional Shapes by Using Texture 
Synthesis

M. Sawayama, M. Okabe, S. Nishida, and Y. Dobashi
The Japanese Journal of Psychonomic Science, Vol. 36, No. 1, pp. 

56–65, December 2017.
This research note reviews experimental methods to elucidate the 

visual processing underlying material perception, and considers how 
to generate experimental stimuli of three-dimensional shapes for the 
experiments. For generation of a computer graphics image of a three-
dimensional object, it has been widely known that its shape features 
can affect the material appearance of the object. However, it has not 
been established how to systematically control the shape features to 
investigate the effect. Here we suggest utilizing texture synthesis 
algorithms. Specifically, we used a height map of a three-dimension-
al object as a source image and synthesized a novel height map by 
using a texture synthesis algorithm. We tested three algorithms to 
generate the height maps; i) synthesis based on image statistics, ii) 
example-based synthesis, and iii) synthesis using a convolutional 
neural network. We discuss how effective the texture synthesis algo-
rithms are to investigate the effect of the shape features on the mate-
rial perception.

  

32-core Erbium/Ytterbium-doped Multicore Fiber Amplifier 
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sion System

S. Jain, C. Castro, Y. Jung, J. Hayes, R. Sandoghchi, T. Mizuno, Y. 
Sasaki, Y. Amma, Y. Miyamoto, M. Bohn, K. Pulverer, M. Nooruzza-
man, T. Morioka, S. Alam, and D. J. Richardson

Optics Express, Vol. 25, No. 26, pp. 32887–32896, December 

2017.
We present a high-core-count 32-core multicore erbium/ytterbi-

um-doped fiber amplifier (32c-MC-EYDFA) in a cladding pumped 
configuration. A side pumping technique is employed for ease of 
pump coupling in this monolithic all-fiber amplifier. A minimum gain 
of >17 dB and an average noise figure (NF) of 6.5 dB is obtained over 
all cores in the wavelength range 1534 nm–1561 nm for −4 dBm 
input signal power. The core-to-core variation for both amplifier gain 
and NF is measured to be <2 dB. The 32c-MC-EYDFA was then 
tested in a repeatered multicore fiber loop system, and transmission 
over distances >1850 km was successfully demonstrated. We also 
compare the total power consumption of our MC-EYDFAs with that 
of 32 conventional single core erbium doped fiber amplifiers to illus-
trate the potential power saving benefits.

  

Modular Representation of Layered Neural Networks
C. Watanabe, K. Hiramatsu, and K. Kashino
Neural Networks, Vol. 97, pp. 62–73, January 2018.
Layered neural networks have greatly improved the performance 

of various applications including image processing, speech recogni-
tion, natural language processing, and bioinformatics. However, it is 
still difficult to discover or interpret knowledge from the inference 
provided by a layered neural network, since its internal representa-
tion has many nonlinear and complex parameters embedded in hier-
archical layers. Therefore, it becomes important to establish a new 
methodology by which layered neural networks can be understood. 

In this paper, we propose a new method for extracting a global and 
simplified structure from a layered neural network. Based on network 
analysis, the proposed method detects communities or clusters of 
units with similar connection patterns. We show its effectiveness by 
applying it to three use cases: (1) network decomposition: it can 
decompose a trained neural network into multiple small independent 
networks, thus dividing the problem and reducing the computation 
time; (2) training assessment: the appropriateness of a trained result 
with a given hyper parameter or randomly chosen initial parameters 
can be evaluated by using a modularity index; and (3) data analysis: 
in practical data, it reveals the community structure in the input, hid-
den, and output layers, which serves as a clue for discovering knowl-
edge from a trained neural network.

  


