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Research on dialogue systems takes steady work

—Tell us about the research that you are currently 
working on and the initiatives undertaken so far.

I joined NTT in 2001, and since then, I have been 
researching language processing, artificial intelli-
gence (AI), and dialogue systems. A dialogue system 
is a technology for interacting with a computer. It is 
probably easier to understand if imagined as an ani-
mated robot character like Doraemon or Astro Boy 
who can talk smoothly with humans. The idea of 
“smoothness,” that is, “naturalness,” is the point of 
my research, and for that reason it is necessary to 
unravel what kind of elements a person’s conversa-
tion is made up of. 

As shown by the fact that 60% of human conversa-
tion constitutes chat (casual conversation), chat is 

very important. A relationship between people cannot 
be established simply by having a conversation about 
work. Chat serves as cushioning material that makes 
it possible to know the other person’s personality, 
thereby encouraging cooperative work. Let’s consid-
er that one person in a conversation is replaced with a 
dialogue system (i.e., a computer): if the computer 
does not understand what kind of person the person 
is, and if the person does not understand what kind of 
thing the computer is like, the conversation will not 
go smoothly. In my past research, though, I focused 
on tasks rather than chat, so I had the idea that a dia-
logue between a person and a computer should be 
brief. However, I came to realize the importance of 
communication and building relationships in achiev-
ing natural conversation, so I am currently focusing 
on chat. In regard to the study of an actual dialogue 
system, I’m repeating the straightforward work of 
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observing conversations and building the system, get-
ting people to talk with the system and checking 
unnatural parts of speech, and feeding the results 
back to the system. In that sense, research on dialogue 
systems is step-by-step. 

—Can you introduce the research that you have 
worked on specifically?

There is NTT DOCOMO’s voice-agent service 
called “Shabette Concier” (talking concierge), which 
was launched in March 2012 in Japan. I was in charge 
of the logic used by the question answering system 
supporting this service (Fig. 1). The question answer-
ing system was adopted as a centerpiece function 
when Shabette Concier was upgraded in June 2012. It 
recognizes and analyzes a user’s words and searches 
for relevant information on the Internet and finds the 
best answers within a few seconds. It was designed to 
work smoothly even if many users are connected at 
the same time. It took about half a year for us to make 
the system practical, and as the practical application 
of question answering technology—which had not 
been developed on a large scale then—it received 
much attention from the research community. Inci-
dentally, even though I was directly in charge of the 
final stage of development of the function, the basic 
research that formed its foundation spanned over 10 
years before that stage. I don’t think that we would 

have been successful without that basic research.
As for AI, I was involved in the project called “Can 

a robot get into the University of Tokyo?” led by the 
National Institute of Informatics (Figs. 2 and 3). This 
is a project to get AI to solve problems and answer 
questions in a university entrance exam. I was in 
charge of the subject of English in collaboration with 
joint-research institutes. At that time, we applied lan-
guage processing technology with the goal of 
strengthening the English skills of Torobo-kun (the 
name of the AI. Torobo stands for the University of 
Tokyo Robot, and kun is an honorific title in Japanese 
normally used for boys). We had Torobo-kun study 
English in order to take the National Center Test for 
University Admissions, but I actually think that was 
more difficult than studying by oneself. In particular, 
clarifying what was difficult was problematic. That 
admission test is made up of a variety of questions 
such as pronunciation problems, filling-the-gap prob-
lems, long-sentence reading comprehension, and lis-
tening comprehension. By utilizing dictionaries and 
big data, we were able to reach a deviation score of 
50.5; however, we have not yet reached the accep-
tance standard of the University of Tokyo. All the 
researchers involved are pursuing the next step. By 
solving this admission test, I hope to improve lan-
guage processing technology and develop more 
advanced natural dialogue systems. 

Also, in collaboration with Professor Hiroshi  

Fig. 1.   Question answering logic used by “Shabette Concier.”
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Ishiguro of Osaka University, I’m researching an 
android that can hold a conversation. Professor Ishigu-
ro is at the forefront of research on humanoid robots. 
He found the point at which human-like robots make 
us feel uncomfortable and is now pursuing that some-
thing that makes us humans. Meanwhile, I want to 
approach human nature by exploring what the 
essence of dialogue is. In common with these efforts, 
we have been conducting joint research with Profes-
sor Ishiguro such as creating “Matsukoroid,” which 
looks like the famous Japanese television personality 
Matsuko Deluxe, in 2015. 

Moreover, in a collaborative experiment with 
Dwango Co., Ltd., I have begun work on the develop-
ment of AI of “Ayase” (a character in a light-novel 
series called “My Little Sister Can’t Be This Cute.”) 
to thereby create “Ayase AI” (Fig. 4). This project is 
aimed at developing AI with personality with the 
user’s involvement. A certain amount of data is 
required to make a computer personality like a per-
son; however, currently there is not enough data in the 
whole world to express personality, and from the 
viewpoint of privacy, it is difficult to obtain personal 
data. Ayase AI started from the idea that if the data are 

not available, people should make the data. By asking 
users to become Ayase and talk on the web, we can 
collect fundamental data and foster the personality of 
Ayase based on such data. As the amount of data 
grows, the dialogue system becomes unique. Users 
can feel as if they’re really talking to someone, so I 
think we are getting closer to finding the essence of 
dialogue. 

—What is the significance of your research?

I think that the significance of my research is to 
pursue the essence of human beings. We as humans 
have elements of ourselves that we do not understand. 
Humans are social creatures that cannot live by them-
selves, so we have developed communication skills 
for the purpose of living with others. I believe that if 
we can clarify that communication on a scientific 
basis, humans will get closer to understanding each 
other. I believe that if human mutual understanding 
progresses, cooperative work will become smoother, 
we will feel happier, and so on, leading to improved 
quality of life. I hope to pursue my goal of developing 
a dialogue system as a shared property that will make 

Fig. 2.   �Scoring rate achieved by Torobu-kun in comparison with benchmark (test data created at laboratory) for various 
problems in University of Tokyo entrance English test.
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Fig. 3.   Examples of problems.
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Fig. 4.   Screenshot of question answering bulletin board.
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society more harmonious and allow us to lead better 
lives.

Shifting from liberal arts to sciences, and taking 
time and effort to overcome adversity

—How did you end up on the path to become a 
researcher?

Actually, my origins lie in the liberal arts. I thought 
that I would like to study law at university, but I chose 
a university and faculty leaning towards public policy 
after many twists and turns. At university, computer 
education was vigorous, and we used email—which 
was rare at that time—to exchange coursework and 
learn programming. I fit in really well in that environ-
ment, so I ended up pursuing programming, and 
when I was in graduate school, I spent a year and a 
half as a student researcher at IBM Tokyo Research 
Laboratory (TRL). While at IBM TRL, I encountered 
natural language processing, so I decided to take the 
researcher’s path and entered the NTT laboratories. 

Because I’m also very interested in foreign lan-
guages and have studied in the UK, when I joined 
NTT, I offered to specialize in research on translation. 
However, at that time, translation was not a statistical 
process, like it is now, but a rule-based process con-
forming to rules such as grammar. Since the transla-
tion research I wanted to do was shifting to a com-
mercial basis and not being tackled at basic research 
laboratories, I was assigned to a department respon-
sible for dialogue systems. From that point on, I 
decided to engage in research on dialogue for the first 
time. However, that research was really difficult, and 
even seemingly simple tasks like booking a meeting 
room by talking to the dialogue system were difficult. 

With that difficulty in mind, I became more inter-
ested in why people can converse, and gave myself up 
to research on dialogue. Around 2001, AI was still in 
a period of winter-like hardship, and dialogue sys-
tems were receiving little attention in a field consid-
ered to be for diehard researchers only. However, 
since I began working on dialogue systems back then, 
I have had many opportunities to present my 
research—which has been ongoing for 17 years—and 
this research has started drawing attention.

—What is the driving force behind your research 
activities?

The driving force behind my research is “curiosity.” 
I consider that everything is interesting, so I take a 

stance in which I never refuse what comes my way. 
And since nothing can be done in one leap, I think it 
is better to do a lot of experiments and find things out 
one by one. Anyway, I value taking time and effort in 
my pursuits. In that sense, I think of myself as a 
craftsman. As well as taking time, research does not 
necessarily lead to successful outcomes, so I think 
that it is enough to obtain one or two successes out of 
100 attempts. 

When I joined NTT, I was coming from a liberal 
arts background but was with many employees who 
came from a science background, so I was immersed 
in things I did not understand. To overcome this hur-
dle, I worked on problems more carefully than others, 
and I applied trial and error as much as possible. My 
experiences of trial and error led to the present and 
have built confidence in me. 

—Do you have anything particularly memorable con-
cerning your research activities?

We participated in a large-scale event held in the 
USA, called “SXSW” (South by Southwest), which 
combines a music festival, film festival, and interac-
tive festival, in two consecutive years (2016 and 
2017) (Fig. 5). In 2016, we showcased the dialogue 
system of an android that talked in English in Profes-
sor Ishiguro’s demonstration, and it was well 
received. In 2017, I was invited as a featured speaker 
and took the podium with Professor Ishiguro. It was 
a very honorable occasion, since among Japanese 
people, only very few have received such an invita-
tion. That year, we wanted to demonstrate more 
advanced technology than what we did the previous 
year, so we decided to set up a discussion between 
humans and robots. We set up a situation in which 
robots outnumbered humans, based on the assump-
tion that we might create a world in which robots are 
a majority. We wanted to present a world in which a 
lot of robots that are smarter than humans exist and to 
get people to think about what human beings really 
are. 

By the way, the demonstrations in 2016 and 2017 
were packed with drama. In 2016, the demo system 
was only completed the day before the demonstra-
tion. The system needed a fairly complicated pro-
gram, which I continued to write after arrival, not to 
mention on the plane to the event. We finally got the 
program to run when the system and the dialogue 
partner were “face to face,” so to speak. Although the 
situation at that time is now the stuff of legend, it was 
truly a miracle that the program ran.
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On taking the podium in 2017, the system did not 
work as we expected. I managed to keep talking for 
about 30 minutes, and in the meantime, we made 
various adjustments to the system, and it finally 
started working. And when it worked, everyone broke 
into applause. Because I was in front of more than 
1000 spectators, I felt frustrated when it didn’t work 
right away. Even so, I was optimistic that it would 
work at some point. Since I knew that dialogue sys-
tems are complicated and don’t work that easily, I 
was probably just keeping my nerve. 

Let’s find places of interest, things, and other 
matters, and move forward continuously

—How will research on dialogue systems proceed in 
the future?

The level of Japanese research in this field is rela-
tively high and has developed rapidly recently. Our 
research is of course often influenced by the research 
and development done by major global companies. 
Nevertheless, many concepts that I thought about 
have been achieved since I joined the company, and I 
have a “sense of the future.” As for my goal, I’d like 
the act of speaking with a dialogue system to become 
an everyday event. Since AI and computers are not 
good at everything, I think that it is better to divide 
the tasks that humans will bear responsibility for and 

the tasks left to computers, and that division will 
allow us to enter an era in which we can live a richer 
life. To that end, I want to build a good relationship 
between humans and computers (robots). 

Robots can work longer than people can, and only 
robots can do advanced simulation calculations. And 
some tasks are better done if they are not done by 
humans. From the viewpoint of privacy protection, 
there are certain occasions, such as counseling, when 
it is better to leave it to the robot. Recently, dialogue 
systems have started to be applied in the counseling 
field. Efforts to introduce dialogue systems in facili-
ties for the elderly and to apply them with the aim of 
dementia prevention are underway—which is said to 
be a promising area. 

However, I think that whether AI is able to respond 
to unknown events or whether it could acquire an ego 
are major challenges. Current AIs do not possess an 
ego, and discussions on ethics and legal matters in 
regard to whether an ego should be given to AI are 
ongoing. Although guidelines concerning those mat-
ters are already being created, the industry has not yet 
reached a consensus. On the other hand, I think that 
we cannot carry out dialogue, in the true sense of the 
word, with things that have no ego. In the future, we 
will also conduct research on giving AI an ego, and 
I’d like to pursue the concept of “What is a human 
being?” 

Fig. 5.   �Demonstration of argumentative dialogue system at SXSW 2017 (in collaboration with Ishiguro Laboratory, Osaka 
University).
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—Please say a few words to all young researchers.

I have been very blessed to have good co-workers 
and leaders. Now that we are in a technological 
boom, the number of people working on dialogue 
systems has increased accordingly, but when I start-
ed, there were few such researchers. Fortunately, 
NTT had a group dedicated to research on dialogue, 
and many employees were engaged in that research. 
For the time being, I have been concentrating on aca-
demic activities in order to publicize the value of the 
dialogue system and increase the number of like-
minded researchers. We organize a symposium called 
Dialogue System Symposium, and it has expanded to 
a large-scale event attended by 200 people. Some of 
our projects have been exhibited at events in the USA 
and have become internationalized. Through such 
projects, we have come to share a common sense of 
value with researchers in various fields and with 
people in different positions, which is very meaning-
ful. 

It is currently difficult for fourth-year undergradu-
ate students aiming to become researchers, postgrad-
uate students in master’s programs, and new employ-
ees to start research on dialogue systems if there are 
no colleagues in the same field. I have tried various 
things to foster the next generation in this field, 
including publicizing data to reach such people, plan-
ning events, and so on. Through these kinds of activi-
ties, I’d like to continue to increase the number of 
fellow researchers. 

I think that it is better to share new concepts and 
ideas to get closer to the truth. It is a good time to be 
an AI researcher now. The status is also getting better, 
and compared to when there was no Internet, the 
amount of data is now abundant, and we have all the 
tools needed. We are in an era where you can push 
forward with your own ideas and anyone who has the 
ability can do anything. Since the world is becoming 
borderless, aim to be top class and keep the world in 
mind. Our ability is our output. There are various 
ways of producing output such as getting papers pub-
lished, writing programs, and implementing systems, 

and if you leave your mark through output and 
results, you will be acknowledged as a fellow 
researcher. For that reason, trial and error is impor-
tant. Although there are many different research 
styles, let’s find interesting things that will connect to 
good outputs. 
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