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1.   Introduction

Service providers in various industries are develop-
ing their own things and applications in order to 
launch new services powered by the Internet of 
Things (IoT) and artificial intelligence (AI). By 
things, we mean all kinds of objects such as sensors, 
devices, and others covered in the IoT. In the near 
future, service providers will be combining various 
things and applications provided across different 
companies/industries to make their services more 
innovative. To support those service providers, we are 
developing a new information and communication 
technology (ICT) platform for reusable things and 
applications (Fig. 1). Our aim is to enable service 
providers to easily select resources only as needed. A 
coordination mechanism is necessary to do this. We 
call this smart coordination.

As shown in Fig. 1, the smart coordination platform 
has two technical features (directions): (1) flexibility 
and (2) intelligence. For the first feature (flexibility), 
there will be various use cases when combining ser-
vices. This refers to when we need flexibility to 
accommodate a huge number of different cases. The 

key features are a coordinated operation function and 
an advanced assurance function. The coordinated 
operation function provides one-stop service building 
to easily deploy things and applications. The archi-
tecture including this function can handle increasing 
amounts of data and diverse demands for various 
services. The latter function (advanced assurance 
function) will support the coordinated operation 
function. Operation processes are modularized by 
this assurance function to flexibly meet users’ needs. 

The second feature (intelligence) involves applying 
AI technologies to provide more attractive services. 
AI can support an optimal combination of services to 
meet the requirements of large numbers of users. AI 
also provides an environment in which services are 
optimally configured and executed to meet each 
user’s situation. 

2.   Research and development (R&D) of 
flexibility and automation

Our objective is to develop technology enabling 
flexibility and automation of functions. In this sec-
tion, we explain some of the R&D that is being  
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carried out to achieve this. 

2.1    Catalog-driven orchestration and operation 
model

Service providers have been taking it upon them-
selves to combine existing resources/functions in 
order to build services. However, to accelerate rapid 
service development (namely cloud-first), such a con-
ventional style should be changed. In fact, resources 
and functions are publicly available as application 
programming interfaces (APIs). Service providers 
can thus combine them to provide a new service (fed-
erated service, hereinafter). 

For service providers or resource providers who are 
trying to provide a federated service, easy coordina-
tion of various resources/functions in the federated 
service will be necessary to meet users’ needs. Such 
federated services are built upon many configura-
tions. Therefore, we have made use of a current cata-
log-driven orchestration technology [1]. This tech-
nology simplifies configuration in the form of a cata-
log and coordinates various resources/functions 
flexibly. We set public cloud services and mobile 
services as our target for one-stop configuration using 
commercially available APIs. We conducted a proof 
of concept in Las Vegas, USA, in 2018 as the result of 
our research [1]. Part of the artifact was used for one-
stop building of the services environment. 

Automation of operation will also be necessary for 
on-demand provision of resources/functions. Even 
though automation technologies are already wide-
spread in cloud service operation, network service 
operation is not yet sufficiently automated. However, 
there are concerns that automation will have an 
impact on many existing systems in networks. The 
emergence of virtualization techniques such as soft-
ware-defined networking to address such concerns is 
gaining attention because virtualization enables on-
demand equipment provision. Thus, our ICT plat-
form uses such a virtualization technique for automa-
tion of operations.

Regarding automation, we are also studying busi-
ness processes for service management, order man-
agement, and customer management. For automation 
of various business processes, we need to define an 
operation model of the business process and the rela-
tionships between the operation function APIs. TM 
Forum [2] has been leveraging the trend in increased 
use of APIs and redefining business processes, data 
models, and functions. We are taking such standard-
ization and market trends into consideration as we 
carry out our research on the operation model.

2.2   API design support technology
As we study operation function APIs, we are also 

taking the use of public APIs into consideration. In 

Fig. 1.   Future of ICT platform and its technical features.
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public APIs, request/response description rules and 
authentication methods are often different for each 
service provider. This complexity of API specifica-
tions is confusing for service providers. If there are 
no rules for API descriptions, the API designs can 
become confusing. Therefore, we are developing API 
description rules by taking industry standards into 
account. 

In addition to such rules, we are developing a func-
tion to check whether a designed API conforms to the 
API description rules. We used the Swagger Specifi-
cation [3], which is widely used for API specification 
description, to implement a method of generating a 
template in which service providers only need to 
answer some simple questions.

2.3   Advanced assurance function
When a service provider creates a federated ser-

vice, a huge burden is placed on the operation person-
nel. This is because the operation personnel need to 
understand the relations of multiple resources/func-
tions that constitute the federated service (Fig. 2(a)). 
Thus, assurance automation is important. Among 
various automation technologies, we have paid much 
attention to closed loop [4]. This refers to a loop of 

processes that ensures that services follow a specific 
sequence of steps: (1) collect and manage informa-
tion on the operation status of wholesale services, → 
(2) analyze the collected information and make deci-
sions, → (3) control wholesale services, → return to 
(1) and repeat. 

A service use case includes such a closed-loop pro-
cess. Providing a federated service means that many 
individual event cases are to be supported. For indi-
vidual event cases, one closed loop might be needed. 
Consequently, assurance automation for a federated 
service requires the same number of closed loops as 
there are event cases. Furthermore, closed loops will 
also be needed for various service use cases, which 
would lead to many closed loops. Designing such a 
huge number of closed loops one by one is too labori-
ous and time-consuming to be feasible.

To solve this problem and facilitate new service 
creation, as shown in Fig. 2(b), we have been research-
ing an advanced assurance function technology that 
can automate the processes operators use in a feder-
ated service. There are two points of this technology. 

The first point is architecture. The architecture 
includes modularized assurance functions that auton-
omously judge and share information among other 

Fig. 2.   Advancement of service operation.
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functions via messaging. For example, this enables us 
to add new assurance tasks to existing closed loops 
without designing a new closed loop. It can also sup-
port a wide variety of assurance processes of each 
federated service.

The second point is enhancement of monitoring 
technology. The study of the architecture described 
above revealed that collecting as much information as 
possible is most essential for closed loop automation. 
Information on network/cloud services has often 
been published via an API recently, but this is not 
enough information to identify the cause of failures. 
To solve this problem, the monitoring technology 
allocates an agent that collects detailed information 
such as flow information of each user. Therefore, it 
can add new types of information for analysis and 
judgement. Thus, we enable end-to-end monitoring 
of federated services that combine resources/applica-
tions of different service providers.

3.   R&D on intelligence

We have been developing Tacit Computing to pro-
vide sophisticated services. Tacit Computing is a 
generic name for IoT and AI service technologies 
produced by NTT Network Service Systems Labora-
tories. Certain functions are necessary to build ser-
vices by combining devices, computers, and software 
on demand. Such functions need to grasp the status of 
these components in real time, match them with ser-
vice requirements, and coordinate them properly.

To implement such functions, we have been devel-
oping a means of automatic device behavior analysis 
[5] to automatically identify the types and models of 
devices in the network. We have also been developing 
three elemental technologies for building service sys-
tems by appropriately combining devices and soft-
ware (Fig. 3). We introduce these three elemental 
technologies in this section.

Fig. 3.   Tacit Computing.

Danger prediction

Light control

ICT/network resource

GPU: graphics processing unit

Suspicious person
detection service

GPU

Environment Adaptive
Software Generation

Face recognition
Suspicious

person detection

Linkage

Human detection

Location

Safe driving support serviceLost child finding service

Service provider

Service building
request

Linkage and Location base
Application Allocator

Tacit Computing

AI Resonance



Feature Articles

NTT Technical Review 12Vol. 17 No. 7 July 2019

3.1    Linkage and Location base Application Allo-
cator 

The Linkage and Location base Application Alloca-
tor is technology for selecting appropriate devices, 
software, and a network from many candidates in 
order to build services. To guarantee the quality of 
service, a large number of services must use devices, 
computers, and networks at the same time without 
overloading them. This technology can find what data 
and processing are common to multiple services. 
Then it aggregates them to make the overall process-
ing more efficient. Furthermore, it selects the appro-
priate computer’s location for each processing step 
based on network bandwidth, transmission delay, and 
service characteristics. For example, when the alloca-
tor executes a suspicious person detection service and 
a lost child finding service at the same time, it can 
extract images of people, which is a common pro-
cessing function of both services. Then the detection 
is efficiently executed on one computer near the cam-
era.

3.2   AI Resonance
AI Resonance is technology that automatically 

coordinates multiple devices and software programs 
upon request. To build a service, it is necessary to 
choose appropriate settings that suit the type of 
device, its location, and software. For example, let us 
assume an outdoor lost child finding service that con-
sists of a camera and a nighttime light. The light 
intensity should be suitable for video analysis 
depending on the location and the software. The con-
ventional way is to manually set the appropriate set-
tings. However, we can assume that this will be 
impossible in the future because the combination of 
devices and software will be enormous and will 
dynamically change. 

To solve this problem, the technology automatical-
ly evaluates an operation result of the device and 
applies the appropriate setting in real time. For exam-
ple, in a lost child finding service, lights that can 
make camera images clear are automatically selected 
from the network and adjusted to the appropriate 
intensity. The technology eliminates the need for ser-
vice providers to carry out manual design settings and 
adjustments and also enables the provision of multi-
device services on demand.

3.3   Environment Adaptive Software Generation
Environment Adaptive Software Generation is 

technology that automatically optimizes source code 
depending on the hardware specifications. Some 

computers in the network have special hardware such 
as a graphics processing unit (GPU) or field program-
mable gate array. To produce sophisticated services, 
it is necessary to demonstrate high performance 
regardless of the computer that is selected as the soft-
ware execution environment. This technology auto-
matically converts the source code into the appropri-
ate code for the execution environment from the 
viewpoint of performance. As an example, we con-
firmed that the technology automatically found the 
part of a code that was suitable for the GPU in video 
analysis software. The automatically generated pro-
gram performed about four times faster than the 
original program for the central processing unit. In 
the future, we aim to adapt it to various types of hard-
ware such as IoT devices and quantum computers.

4.   Future work

In this article, we introduced two features to 
achieve smart coordination of ICT/network resources 
and services. The first is the architecture of the coor-
dinated operation function that has flexibility and 
intelligence. The other is the advanced assurance 
function. The development of these features contrib-
utes to a value-added solution for the ICT platform. 
In the future, we will also continue to develop Tacit 
Computing for resource selection and configuration 
automation. Then we will expand its application to 
various IoT resources and services.
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