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1.   Introduction

It has been more than three years since the third 
artificial intelligence (AI) boom began to take hold in 
industry, and practical use of AI has begun in various 
fields. The NTT Group announced its corevo® AI 
brand in June 2016 and has been advancing various 
initiatives [1] since then. There is no doubt that the 
main technology accompanying the third AI boom 
has been machine learning, and deep learning in par-
ticular. Deep learning can be applied as a basic tech-
nology in various areas, but in most cases, simple 
application of the technology will not achieve the best 
performance when used in actual business. To achieve 
performance adequate for practical use, a network 
model specialized for the application must be created 
and trained using suitable data.

In the early days of AI, there was discussion regard-
ing general AI as opposed to narrow AI. General AI 
refers to artificial intelligence that is able to solve any 
type of problem, similar to the human brain. We are 
still far from achieving this. In contrast, narrow AI 
can solve particular types of problems, which can be 
said of all AI available today. By specializing on a 
particular type of problem, narrow AI is often able to 
achieve performance equal to or better than humans. 
As such, an application area must be defined and the 
AI must be applied to the specific problem to use AI 
as currently available.

Contact centers are one area where NTT Media 
Intelligence Laboratories is focusing research and 
development (R&D) to apply AI technology. Contact 
centers respond to many telephone calls and chats 
daily and also conduct many knowledge searches and 
a lot of call analysis. Thus, it is a field where the 
speech and natural language processing technologies 
that we have cultivated for many years can be uti-
lized. There are many contact centers within the NTT 
Group, and they can provide a lot of data across many 
fields that can be used in refining our technologies. 
Our objective is to use these environments and this 
store of data to create technologies that can be applied 
in real business scenarios.

2.   Contact center issues

Contact center departments specialize in dealing 
with customers through various channels such as 
telephone, email, and chat. They were originally 
positioned as administrative centers for accepting 
applications or providing customer support, but with 
recent changes in business environments, they are 
becoming increasingly important as customer contact 
points that gather feedback from many customers. 
The contact center environment in Japan is beset with 
an increasingly serious shortage of personnel, and 
hiring and retaining operators is a serious challenge 
[2]. At the same time, service quality, or customer 
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experience (CX), must be improved. Finding ways to 
improve CX is another major issue for contact center 
management, especially in centers with high staff 
turnover and limited operational resources, where 
often there are personnel shortages and a number of 
inexperienced staff.

3.   AI in contact centers

Various information technology systems have been 
introduced into contact centers, for example, those 
for interactive voice response, computer telephony 
integration, knowledge systems, and customer rela-
tionship management. AI is being used to make these 
systems more sophisticated, to provide new function-
ality, and to improve operational efficiency and CX. 

A typical AI technology used in contact centers is 
voice mining. Voice mining has achieved dramatic 
increases in speech recognition accuracy through the 
use of deep learning, and it is now one of the most 
widely used AI technologies in contact centers. 
Through our subsidiary, NTT TechnoCross, NTT is 
developing and marketing a commercial voice min-
ing technology called ForeSight Voice Mining [3]. It 
converts call speech to text using speech recognition 
and applies statistical analysis and visualization from 
a large volume of calls to obtain hints regarding 
issues with contact center operation, and how to solve 

them [4]. 
Statistical analysis can be used, for example, to 

extract know-how from skilled operators and deploy 
it horizontally within the contact center, thereby 
increasing the overall skill level, or to compile statis-
tical information for the entire center and quickly 
identify anomalies (such as rapid increases in a par-
ticular type of inquiry). Since the speech has been 
converted to text, it is also easier to review details 
after a call has been completed, increasing speed and 
accuracy when entering the call response history. 
These features are already being used in contact cen-
ters within and outside the NTT Group and are 
achieving results such as improved efficiency and 
increased sales.

An example of a voice mining technology configu-
ration is shown in Fig. 1. The voice mining technol-
ogy performs speech recognition on the call speech 
data, and the results are then analyzed by a call ana-
lyst. Voice mining has a role as an AI platform in the 
contact center, and other AI modules can be added to 
it to use speech recognition results in more sophisti-
cated ways. 

The NTT laboratories are also conducting R&D to 
extract information other than text, for example, emo-
tional content, using AI. Such AI can be used to 
extend the speech recognition component and expand 
the scope of analysis. We are also advancing R&D on 

Fig. 1.   Example deployment of voice mining technology.
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AI that creates and presents knowledge based on the 
results of speech recognition in order to support 
operators in dealing with inquiries. These types of AI 
are configured so that they can be built using the 
voice mining technology as a platform. This enables 
them to be deployed quickly in real contact center 
environments. 

4.   Initiatives for further advancement

Several new issues that need to be addressed have 
become apparent through commercial deployment of 
voice mining technology.

(1)  Further improvement of customer speech rec-
ognition accuracy

(2)  Creation of still more value using speech rec-
ognition results

(3)  Reduction of the cost and time involved in 
tuning the AI upon introduction

Currently, the accuracy of operator speech recogni-
tion in contact centers exceeds 90%. However, accu-
racy of customer speech recognition is generally ten 
percentage points lower. The customer speech can 
include more background noise, depending on their 
location, and if they are using a mobile phone, the 
sound quality can be degraded due to encoding and 
other factors. The speech may also be less stable and 
less formal than that of the operator, so there are sev-
eral conditions that can make speech recognition 
more difficult. 

The level of customer speech recognition accuracy 
is currently adequate for a person to understand what 
was said from the results and to use the results for 
statistical analysis at the individual word level. How-
ever, higher accuracy is required in order to use 
results in more sophisticated ways such as for knowl-
edge creation or search. The article, “Evolution of 
Speech Recognition System—VoiceRex” [5] in the 
Feature Articles in this issue, introduces some of the 
latest technologies for resolving issue (1) above. 

There is increasing demand when introducing voice 
mining technology to use speech recognition results 
in more sophisticated ways, to provide more advanced 
support for operators, and to reduce costs. Regarding 
issue (2), the NTT laboratories are focusing their 
efforts on R&D on knowledge support, which will 
facilitate acquisition of the knowledge needed for 
operators to handle inquiries. 

The article “Toward Natural Language Understand-
ing by Machine Reading Comprehension” [6] intro-
duces technology that derives answers to questions 
from manuals and other documents. Knowledge used 

in contact centers includes materials such as fre-
quently asked questions (FAQs), manuals, and user 
agreements, but there are many contact centers that 
have not adequately organized their FAQs. 

Machine reading comprehension promises to 
reduce the cost of organizing such knowledge by 
eliminating the need to prepare question and answer 
pairs ahead of time, as is done for FAQ search. In 
interviews, operators have also expressed opinions 
such as, “The manuals used in training are usually 
more familiar than the FAQs and are easier to use,” 
and, “When we have an inquiry that is not in the 
FAQs, we need to look at the manuals anyway,” so 
there is also increasing anticipation among operators 
for the convenience such technology will provide.

Another article in this issue, “Automatic Knowl-
edge Assistance System Supporting Operator 
Responses” [7], introduces an automated knowledge 
assistance technology that links speech recognition 
with FAQ search, automatically presenting relevant 
FAQ entries at the appropriate time to operators while 
they are handling inquiries. Automatic knowledge 
assistance eliminates the time required for the opera-
tor to search for knowledge. The article also intro-
duces efforts to increase the efficiency of organizing 
FAQ information using the speech recognition 
results.

The accuracy of AI technologies such as speech 
recognition can be increased by tuning them for each 
application area, so it is important to reduce the cost 
and time required for tuning, especially when deploy-
ing it in small-scale contact centers. For issue (3), the 
NTT laboratories are working on developing new 
technologies that improve accuracy and also working 
on reducing the tuning required for each installation 
by strengthening the underlying AI models. We have 
been collecting large amounts of training data from 
voice calls and other sources and creating industry-
specific base models for speech recognition and 
knowledge search. In the major industries for which 
we have built industry-specific base models, we are 
now able to implement highly accurate systems, 
quickly and at low cost, by simply performing addi-
tional training with a small amount of training data. 

5.   Expanding scenarios for using AI

The accuracy of speech recognition and natural 
language processing has increased dramatically due 
to the emergence of deep learning, increases in com-
puter performance, and training with large amounts 
of data. These technologies are becoming common in 
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real business environments. In the future, we intend 
to pursue successful business projects with various 
partners, using the media processing technologies 
introduced here and others. We will also continue 
promoting R&D on innovative technologies to 
expand the range of applications for AI. 
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1.   History of VoiceRex

Speech recognition is a key technology to under-
stand human communication and is a necessary ele-
ment of artificial intelligence (AI) for contact centers. 
Speech recognition is technology to convert speech in 
an input signal into text. Research and development 
(R&D) of speech recognition at the NTT laboratories 
has a long history, spanning half a century. NTT 
Media Intelligence Laboratories has developed the 
VoiceRex speech recognition system based on the 
results of these long years of research and is provid-
ing the technology to NTT Group companies, where 
it will be applied in a wide range of service fields. 

The idea of using speech recognition to analyze 
contact center calls was in mind from the initial 
stages of this R&D. This capability was almost 
unthinkable at the time, but it was set as a goal to be 
reached some decades in the future. VoiceRex (or its 
predecessor speech recognition library) was first 
released in the early 1990s, but at that time, it was 
only able to recognize keywords. The current ability 
to recognize longer utterances and conversations was 
achieved in 2000. Even so, it was not at a level where 
it could correctly recognize conversations between 
two people. It could only recognize formal language 
such as newspaper text if it was read out clearly, and 
the recognizable vocabulary was very limited.

Then VoiceRex went through several technical 
innovations, and the performance increased dramati-
cally. In 2008, we incorporated a weighted finite state 
transducer for the first time in Japan. This enabled it 
to learn approximately 100 times more words than 
before and to recognize speech from among roughly 
10 million words. In 2009, this advancement was 
used in a system that creates a record of debates in the 
Japanese House of Representatives. In conditions 
where one person speaks at a time in question-answer 
format, the system was able to achieve 90% recogni-
tion accuracy. This was the beginning of the use of 
speech recognition to replace manual shorthand in 
the main assembly and various committees.

Thereafter, speech databases continued to be 
extended and consolidated, computing performance 
improved, and technology was created to utilize 
large-scale databases efficiently, so the performance 
of speech recognition continued to increase steadily. 
Finally, speech recognition for contact center calls 
started to become practical, and in 2014, NTT Soft-
ware released its ForeSight Voice Mining* product for 
contact centers.

For several years before that, another technology 
had been attracting attention in the speech recognition 
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research community. Deep neural networks had 
emerged on the scene. Deep learning caused a great 
paradigm shift in speech recognition. The perfor-
mance of conversion from sound signals (air pressure 
fluctuations) to an acoustic model (sequences of pho-
nemes, which are vowel and consonant sounds) 
increased sharply, which led to dramatic increases in 
recognition rates for phone calls. 

A commercial version of VoiceRex using deep 
learning was released in 2014. Then, in 2015, we used 
a type of neural network called CNN-NIN (convolu-
tional neural network - network in network) to per-
form speech recognition on sound from a mobile 
terminal in a noisy public area. This resulted in a first 
place award among participating research institutions 
at the CHiME3 (The 3rd CHiME Speech Separation 
and Recognition Challenge) international technology 
evaluation event. With the spread of smartphones, 
people are making telephone calls more frequently 
while they are out and about, and we are now able to 
recognize speech accurately in audio signals contain-
ing more ambient noise, as when calling from a 
crowded location.

Through such technical innovations, applications 
of speech recognition have expanded rapidly. Voice-
Rex is now used in many products and services. In 
particular, the number of installed AI-related contact 
center products have increased rapidly, and these 
have become a core segment of speech recognition 
products and services. 

However, some new issues have arisen as more and 
more customers have started using the technology. 
One such issue concerns the diversity in terms of top-
ics. Current speech recognition technology can work 
more accurately if the topics in the input call audio 
are known ahead of time. For example, the names of 
services being handled will differ for each company 
operating a call center. Even within one company, the 
departments for registering or canceling membership, 
for receiving complaints, and for answering technical 
questions are all separate. Thus, current technology 
tunes language models for content separately for each 
company and also for each contact center.

Another issue is handling the flow of conversation. 
When two people talk, they often do not speak in 
clear statements. For example, when a sentence ends 
in “…-tion,” which would be written “t n” using a 
phonetic pronunciation syllable, it might only be pro-
nounced “t ,” and the remaining “ n,” while pro-
nounced, may not be clear and may only be expressed 
in the rhythm of the speech. This can occur frequent-
ly. For such cases of unclear or omitted pronuncia-

tion, a mechanism to predict words from the context 
is needed. Below, we introduce a new technology 
incorporated in the latest version of VoiceRex to over-
come this issue.

2.   Conversational context language model

A language model is a model that predicts the 
sequence of individual words. Intuitively, it has the 
role of deciding whether a sentence is correct as a 
language or not. Our speech recognition system uses 
a probabilistic model called an N-gram language 
model, which creates models based on the idea that a 
word is dependent on the N-1 preceding words. The 
number of word combinations increases exponential-
ly as N increases, so at most, three or four N values 
are used. As such, models only consider very local 
context. For short utterances, an N-gram language 
model is sufficient, but as utterances get longer, it 
becomes necessary to consider more context.

Thus, language models using neural networks have 
attracted attention recently, particularly recurrent 
neural network (RNN) language models, which are 
able to handle context over longer periods. When 
these models are used for speech recognition, multi-
ple candidate speech recognition results are first 
obtained, and each result is scored using an RNN 
language model to determine the final recognition 
result. This is called the rescoring method.

One issue with RNN language models is that they 
are limited to using context in a single utterance. For 
calls to a contact center, using context that spans 
utterances is very important. For example, when the 
operator answers a customer’s question, the content 
of the answer must be related to the content of the 
customer’s question. Therefore, we have developed 
conversational context language model technology 
[1] that considers context over longer periods, span-
ning utterances. When it performs speech recogni-
tion, it uses the speech recognition results from suc-
cessive utterances as context. In VoiceRex, a conver-
sational context language model is applied using the 
rescoring method for each utterance to select better 
(closer to correct) sentences, and these results are 
used as context to perform speech recognition on the 
next utterance. In this way, the effectiveness of the 
conversational context language model is gained with 
the input of each utterance.

3.   Neural error corrective language model

As stated before, as fluency increases, cases of 



Feature Articles

NTT Technical Review 7Vol. 17 No. 9 Sept. 2019

unclear pronunciation appear, but certain tendencies 
also appear in such cases. This frequently occurs for 
sentences ending in “-tion” (t n) as mentioned ear-
lier, and also for prepositions and frequently occur-
ring expressions such as “Thank you very much.” 
Speech recognition tends to make the same mistakes 
in each of these cases. There are also many other error 
patterns that occur frequently, beyond those caused 
by unclear pronunciation. The approach of detecting 
such error tendencies and correcting them is called 
error correction.

We were able to improve recognition accuracy by 
developing neural error corrective language model 
technology [2] that incorporates a framework for con-
sidering speech recognition errors into an RNN lan-
guage model. Specifically, we introduced a neural 
network called an encoder-decoder model, which 
provides a mechanism to select the correct sentence 
from among results that include speech recognition 
errors. To train the neural error corrective language 
model, we used sentences that produced speech rec-
ognition errors together with the corresponding cor-
rect sentences, and trained for the relationship 
between them. In this way, we captured both the error 
tendencies and ways to correct them.

When performing speech recognition, we use the 
rescoring method, in the same way as for the conver-
sational context language model. This model can be 
used together with the conversational context lan-

guage model, producing results that are augmented 
by both language models for each utterance. This is 
illustrated in Fig. 1. During a call, utterances are 
extracted from the input signal, multiple recognition 
result candidates are output for each, and both models 
are applied to select the final recognition result. For 
the conversational context language model, this final 
recognition result is returned as context for recogni-
tion of the next utterance.

4.   Future prospects

For most of the contact centers considered so far, 
the customers would initiate the call to the contact 
center. In such cases, the conversation between the 
operator and customer is one-time-only and relatively 
formal. This is good for the accuracy of speech recog-
nition. However, as AI products are introduced into 
contact centers, they are being used more and more 
by companies to contact their customers. In such 
cases, an operator is assigned to each customer, and 
the operator speaks to the customer multiple times to 
encourage more frank conversation, which compli-
cates speech recognition. As in the past, as the range 
of applications has broadened, situations are encoun-
tered that make recognition more difficult than 
before. Each time this occurs, R&D is conducted to 
overcome the difficulty, and the technology continues 
to advance. We will continue to advance VoiceRex, 

Fig. 1.   Flow of applying conversional context language model and neural error corrective language model.
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meeting the new challenges encountered by users as 
they use speech recognition in real life. 
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1.   Machine reading comprehension and 
natural language understanding

NTT Media Intelligence Laboratories is undertak-
ing the research and development (R&D) of machine 
reading comprehension to support customer recep-
tion at contact centers through artificial intelligence 
(AI). Machine reading comprehension is a technolo-
gy involving the use of AI to read the content of 
manuals, contracts, and other documents and reply to 
questions. It takes up the challenge of achieving natu-
ral language understanding, that is, the understand-
ing of everyday human language. The aim here is to 
support operators at a contact center by having AI 
interpret the content in manuals and find exact 
answers even if FAQs (frequently asked questions) 
have not been prepared beforehand from manuals for 
search purposes (Fig. 1).

Machine reading comprehension is a new research 
field that is developing rapidly thanks to progress in 
deep learning and the preparation of large-scale data-
sets. It attracted much attention in January 2018 when 
AI achieved a higher score than humans on the Stan-
ford Question Answering Dataset (SQuAD) [1]—a 

machine reading comprehension dataset—prepared 
by Stanford University. However, the problem setup 
in SQuAD is relatively simple, and for more difficult 
problem setups, AI still comes up short against 
human reading comprehension. While continuing to 
refine machine reading comprehension technology 
amid academic competition using datasets for 
research purposes, researchers at NTT Media Intelli-
gence Laboratories are working to solve key prob-
lems with the aim of providing a practical system for 
contact centers. This article introduces our research 
results to date in machine reading comprehension.

2.   Large-scale machine reading comprehension 
technology for finding answers from 

many documents 

Problem setups in early research of machine read-
ing comprehension limited the knowledge source to 
the text in a single document, but actual application 
scenarios including contact centers require that 
answers to questions be found from many documents. 
However, comprehending in detail the content of all 
such documents based on a machine comprehension 
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model would slow down system operation, so there is 
a need for narrowing down the documents needed for 
finding an answer in a high-speed and accurate man-
ner. 

In response to this need, NTT Media Intelligence 
Laboratories established large-scale machine reading 
comprehension technology [2]. This technology first 
narrows down the documents related to the input 
question in a broad manner using high-speed key-
word search technology. It then further narrows down 
related documents using a neural search model, and 
finally, it finds an answer using a neural reading com-
prehension model (Fig. 2). Thus, we have greatly 
improved information retrieval accuracy by having 
AI learn neural information retrieval and neural read-
ing comprehension simultaneously with one model. 
As a result, we achieved the world’s highest question 

answering accuracy [2] in a machine reading compre-
hension task against a set of five million Wikipedia 
articles in English.

3.   Explainable machine reading comprehension 
technology for understanding and presenting 

evidence written at multiple locations

It is difficult to guarantee that answers will be 
100% correct by AI based on machine learning, so it 
is important to have a function that enables humans to 
check the validity of an answer that is output by a 
machine reading comprehension model. A machine 
reading comprehension model that can present where 
in the document set information that serves as evi-
dence for an answer is written would therefore be 
useful. However, there are cases in which information 

Fig. 1.   Contact center and machine reading comprehension.

Answer

Phone

Chat
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Fig. 2.   Large-scale machine reading comprehension.

Search

Related text
Reading comprehension
(answer extraction)

Question: In what types of cases is
the special insurance for attorney
fees inapplicable?

Answer: When the other party in the
accident cannot legally be sued for
damages, such as when the other
party is unclear.

Large-scale text set
(knowledge source) In the event that the policyholder sustains an injury due, for

example, to an automobile accident or suffers damage to property
such as an automobile or house, the special insurance for attorney
fees is a special contract that pays as an insurance benefit the
attorney fees for suing the other party for damages under the law,
the cost of legal consultation, document preparation, etc. paid to
an attorney, etc. However, expenses targeted for payment as an
insurance benefit are limited to those agreed upon by the company.
This special insurance is not applicable when the other party in the
accident cannot be sued for damages under the law, such as when
the other party is unclear.
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that provides evidence for an answer is divided 
among multiple passages within the document set. 
Understanding and extracting all instances of such 
information is known to be a formidable problem [3]. 

At NTT Media Intelligence Laboratories, we have 
addressed this problem by establishing explainable 
machine reading comprehension technology that 
combines a model inspired by document summariza-
tion technology with a machine reading comprehen-
sion model (Fig. 3) [4]. Document summarization 
technology extracts important sentences within text 
as a summary, but our proposed technique extracts 
sentences that are important for the answer as evi-
dence sentences. Extracting evidence sentences using 
a neural evidence extraction model while simultane-
ously finding answers with a neural reading compre-
hension model has enabled us to present both an 
answer and evidence with good accuracy even for dif-
ficult problems in which the evidence is divided 
among multiple passages. Consequently, on applying 
this technology to the HotpotQA [3] task of output-
ting an answer and its evidence with respect to ques-
tions made against Wikipedia articles in English, we 
were able to take first place on the leaderboard.  

4.   Specific query generation technology to 
clarify a vague question

Datasets for research use in the field of machine 
reading comprehension are commonly prepared in 
such a way that an answer can be uniquely specified. 
However, in an actual contact center or similar opera-
tion, there are cases in which the intent of the ques-
tion input by a customer is vague, preventing an 
answer from being found. In such situations, more 
natural communication could be achieved if AI could 

appropriately ask the customer about the intent of the 
question much like a human operator does.

With this in mind, NTT Media Intelligence Labora-
tories established specific query generation technol-
ogy to rewrite a vague question into specific ques-
tions that can be answered by machine reading com-
prehension (Fig. 4) [5]. The proposed technique 
extracts candidate answers based on machine reading 
comprehension with respect to the input question and 
generates revised questions that remove question 
ambiguity for each candidate answer. 

The example in Fig. 4 is on cancellation fees. As 
another example, we take the question “What is the 
maximum insurance benefit provided by special 
insurance for attorney fees?” In specific query gen-
eration, the technique generates multiple specific 
queries instead of immediately presenting an answer, 
such as “What is the maximum insurance benefit 
provided by special insurance for attorney fees for 
one accident?” and “What is the maximum insurance 
benefit provided by special insurance for attorney 
fees for legal consultation and document prepara-
tion?” The customer is then asked to select the ques-
tion nearest to the information desired. In this exam-
ple, the answer when selecting the former question is 
“3,000,000 yen,” while the answer when selecting the 
latter question is “100,000 yen.” This technique 
enables machine reading comprehension to be 
applied to a broader range of questions.

5.  Generative machine reading comprehension 
technology for generating multi-style answers

In machine reading comprehension, the most com-
mon type of problem setup involves extracting an 
answer from text serving as a knowledge source. 

Fig. 3.   Explainable machine reading comprehension.
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of treatment for cancer.
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Nevertheless, there is a need to generate a more natu-
ral style of writing in the case of smart devices, chat-
bots, and other types of advancing technology. How-
ever, the degree of difficulty in generating such an 
answer is high, and the amount of training data is still 
insufficient, so worldwide research in this area has 
yet to advance.

In response to this problem, NTT Media Intelli-
gence Laboratories established generative machine 
reading comprehension technology that can generate 
answers with expressions not found in the source text 
(Fig. 5) [6]. For example, given the question “When 
is a tow-truck service available?” the proposed tech-
nique can generate a natural-sounding answer in the 
manner of “Tow-truck service is available 24 hours a 
day, 365 days a year,” which includes not just source 
text but also appropriate content from the question 

itself. This technique can simultaneously learn from 
machine reading comprehension data with different 
answering styles and enables the answering style to 
be selected at the time of generation. This alleviates 
the problem of having insufficient training data. We 
applied this technique to two tasks with different 
answering styles against the MS MARCO [7] dataset 
that performs open-domain question answering using 
actual search engine logs and were able to take first 
place on the leaderboard in that task. 

6.   Answer summarization technology for 
controlling answer length

For a chatbot that replies to questions from custom-
ers, presenting long answers output from a machine 
reading comprehension model in their original form 

Fig. 4.   Specific query generation technology.

Cancellation of Packet Plan

Given that 2-year continued use of the same
circuit is a contract condition, the cancellation
fee for cancelling the circuit or changing to a
rate plan with no fixed-term contract during
the contract period is 9500 yen. However,
there is no cancellation fee for a cancellation
made in the renewal month. 

Answer: No charge

How much is the contract cancellation
fee when canceling in the renewal 
month?

Question: How much is
the contract cancellation
fee?

Specific question 1

How much is the contract cancellation
fee for cancelling the circuit or changing
to a rate plan with no fixed-term contract
during the contract period?

Answer: 9500 yen

Specific question 2

Fig. 5.   Generative machine reading comprehension and answer summarization.

Text

Outputs expressions
not included in the
text taking output
length into account.

Question: Is a tow-truck
service always available?
Length: 30 words

Answer: Yes, tow-truck service is
available 24 hours a day, 365 days a
year. A contractor will be dispatched on
receiving your call at the designated
desk.

In the event that an automobile covered by this insurance contract becomes
inoperable due to an accident, breakdown, or other problem, this special
insurance service will dispatch a contractor for towing or emergency
procedures once your call is received at the designated desk. It is necessarily
attached to the basic contract. Consisting of an automobile tow-truck service
and supplementary services (emergency services, gasoline refueling service, 
temporary lodging service, and problem consultation service), the service is 
available 24 hours a day, 365 days a year. Please refer to the following table for
details on each service. (XXX members will be given preferential treatment as a
supplement to these services.)
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makes for difficult reading by customers. There is 
therefore a need for appropriately adjusting the 
length of an answer. In addition, adjusting the length 
of answers according to present conditions, such as 
when reading answers on a smartphone or when read-
ing on a personal computer, enables flexible answer-
ing tailored to the customer or the current device.

In recognition of this need, NTT Media Intelligence 
Laboratories established answer summarization tech-
nology for controlling answer length using a neural 
network (Fig. 5). This technology achieves a function 
for appropriately summarizing an answer to a ques-
tion by combining a neural network model that iden-
tifies important words in text and another neural net-
work model that summarizes (generates) an answer 
from the words. Here, giving information on length in 
embedding vector form when summarizing an answer 
enables that answer to be output in any specified 
length.

7.   Future development

Going forward, we plan to identify problems hin-
dering practical application of machine reading com-
prehension technology to question answering based 
on manuals in a contact center. We also plan to feed 
these problems back to R&D to make technical 
improvements with the aim of supporting operators 
through AI and achieving automatic answering. 
Machine reading comprehension—the understanding 
of natural language used by humans—is a difficult 
challenge, but it should foster innovation in various 

NTT Group agent-based AI services for contact cen-
ters and beyond. NTT Media Intelligence Laborato-
ries is committed to further R&D in this field with the 
aim of achieving AI that can communicate with 
human beings using natural language.
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1.   Introduction

Contact centers have the important role of being the 
point of contact between an enterprise and its custom-
ers. A major objective of a contact center is to 
increase customer satisfaction by responding to 
inquiries quickly and appropriately. However, the 
variety and complexity of products and services 
being handled continues to increase, requiring opera-
tors to know an increasing amount of information. 
This places a heavy burden on operators and has 
resulted in decreasing operator retention rates. 

We are developing an automatic knowledge assis-
tance system that supports operators by automatically 
presenting appropriate information (knowledge) to 
them as they respond to calls, particularly if they have 
little experience in the business. However, creating 
and maintaining the information to be presented to 
operators can be expensive. To reduce this cost, we 
are also working on technology to assist with con-
solidation of frequently asked questions (FAQs), 
which are one form of such information. This article 
introduces the automatic knowledge assistance sys-
tem and the FAQ consolidation technology. 

2.   Overview of automatic knowledge 
assistance system

The automatic knowledge assistance system pro-
vides support to operators who are less experienced 
in the business while they are handling calls by pre-
senting appropriate information based on the issue 
raised by the contact center (or call center) caller. 
Text of the ongoing dialogue between the operator 
and customer is shown on the left of the screen 
viewed by the operator, and several similar high-
scoring questions with answers are displayed on the 
right, which are found automatically in the FAQs, 
based on statements by the customer regarding the 
issue and the operator’s responses to confirm the 
issue.

The system performs the following steps:
(1)  Conversion of the dialogue to text: Speech 

recognition is applied to the dialogue between 
operator and customer, and utterance segmen-
tation is applied to the results so they can be 
presented in a textual form that is easy for the 
operator to read. 

(2)  Dialogue structuring: Dialogue segmentation 
is used to apply structure to the dialogue, 
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based on features found in contact center 
interactions.

(3)  FAQ search automation: An FAQ search utter-
ance judgment function selects customer 
utterances that represent the customer’s issue 
and operator utterances to confirm the issue. 
These are used to search automatically for 
previously created FAQ issues.

The processes from speech recognition through 
utterance judgment are illustrated in Fig. 1. 

2.1   Conversion of speech dialogue to text
Speech recognition technology is used to convert 

the speech to text, but it is difficult for the operator to 
see the interaction between the operator and the cus-
tomer if the results of speech recognition are simply 
displayed as-is. When the customer calls, they are 
thinking about the issue as they describe it and may 
speak slowly, pause, or stutter. As-is, the speech rec-
ognition results from the customer’s utterances could 
be divided up with punctuation where there was just 
a pause, when they should really be displayed as a 
semantic unit. Thus, displaying them as-is can make 
the results difficult to understand.

We implemented a function called utterance seg-

mentation that displays utterances in relatively longer 
units. This function receives the results from speech 
recognition and determines whether the operator or 
customer has finished talking, and whether they have 
made a definitive statement. The decision is made 
using a deep neural network (DNN) trained using 
data of approximately 1000 conversation logs. This is 
complemented with a heuristic that determines 
whether the speaker has finished by finding points 
where the dialogue switches from one speaker to the 
other, while also ignoring confirming sounds made 
by the other party (“Oh,” “uh huh,” “Got it,” etc.). 
Overall, this achieves very accurate results.

2.2   Structuring speech dialogue
Dialogues with contact centers tend to be centered 

on tasks related to the business such as inquiries 
regarding products or requests for procedures related 
to a particular service, so typical patterns appear in 
the flow of dialogue. For example, at a call center 
receiving inquiries for an insurance product, opera-
tors begin by introducing themselves, checking the 
reason for the call, and confirming the policy holder 
and policy details before handling the incident. Then 
they would conclude the call with some kind of  

Fig. 1.   Automatic knowledge assistance steps.
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(speech recognition)
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FAQ search
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It’s XX YY.

Mr. XX YY. Thank you.
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cancel it,

Can you explain that to me?

Yes, that’s right.

It’s XX YY.

Mr. XX YY. Thank you. Okay, I will
just need to contact your agent.

Hello. I currently have fire insurance
with your company, but actually, I will
be moving at the end of this month,
so I wanted to ask whether I need to
cancel it, or can I keep that contract
and just change the address. Can
you explain that to me?

So you want to check whether
your policy needs to be
cancelled or if it can be
transferred to your new residence
when you move, is that right?

I will need to check your policy first.
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policy holder?

Okay, I will just need to contact
your agent.
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Hinomaru Fire Insurance customer
center. My name is XX.

Hello. I currently have fire insurance
with your company, but

actually, I will be moving at the end
of this month, so

or can I keep the policy and just 
change the address.

So you want to check whether your
policy needs to be cancelled or if it can
be transferred to your new residence
when you move, is that right? 

I will need to check your policy first.
Could you tell me the name of the
policy holder?

Thank you for waiting. This is the
Hinomaru Fire Insurance customer
center. My name is XX.
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formality. Having an overall grasp of a conversation 
flow in this way provides strong clues for understand-
ing the dialogue between operator and customer. 

We call the function that determines this conversa-
tion flow dialogue segmentation. We designed labels 
suitable for response segments at an inbound call 
center, created training data of approximately 1000 
call center conversation logs, and trained a DNN 
model to implement technology able to predict dia-
logue segments accurately. 

2.3   Automating FAQ search
To search the FAQs automatically, two conditions 

must be satisfied. An appropriate query for the search 
must be selected, and the timing of the search must be 
appropriate. For the search query, the speech recogni-
tion results are not used as-is. The results of utterance 
segmentation enable us to avoid searching with state-
ment fragments and instead perform queries for full 
utterances. In the example in Fig. 1, making a query 
using the partial utterance, “…actually, I will be mov-
ing at the end of this month, so…” might result in a 
search with just the keyword, “moving.” Without the 
keywords that follow such as “cancel” or “change the 
address,” FAQ entries useful to the operator would 
not be found. Use of utterance segmentation enables 
the system to select a query that is appropriate for the 
FAQ search. 

Performing a search every time the customer or 
operator makes an utterance is also too frequent and 
makes it difficult for the operator to check the search 
results, so it is necessary to determine which utter-
ances represent the issue. We used machine learning 
to implement local classifiers, including issue utter-
ance judgment, which determines whether a customer 
utterance represents an issue, and issue confirmation 
utterance judgment, which determines whether an 
operator utterance is confirming the issue. By com-
bining these with the dialogue segmentation described 
earlier, issue utterance judgment and issue confirma-
tion utterance judgment are applied only to utterances 
in the inquiry understanding segment. This prevents 
the selection of irrelevant issues based on utterances 
in the identity confirmation segment, for example, 
which in turn increases the accuracy of issue selec-
tion. Through this process, queries are made with 
keywords selected from utterances that have been 
determined to be related to the issue, and FAQ search-
es are implemented with appropriate timing. 

3.   Assisting FAQ creation

Even with FAQ searches based on issue utterances 
and issue confirmation utterances, if the FAQs being 
searched are not well organized, a suitable search 
result cannot be returned. FAQs are composed of 
question and answer sentences, and since the risk is 
high if an operator provides an incorrect response, 
answer sentences must be created and organized by a 
contact center supervisor that is knowledgeable about 
the business being handled by the center. However, 
questions must be created based on details that cus-
tomers actually query, so they must be regarding mat-
ters that are actually common in inquiries. We imple-
mented an FAQ consolidation assistance technology 
that analyzes past conversation logs accumulated by 
the contact center, selects candidates for FAQs, and 
presents them to a contact center supervisor (Fig. 2).

Partial utterances that could represent issues are 
first extracted from the conversation logs using the 
issue utterance judgment function described above. 
Issues that customers ask about are many and varied, 
but issues that have been asked several times in the 
past are candidates to be added to the FAQs. Thus, 
issues are collected and filtered according to their 
frequency of occurrence. In this process, words and 
phrases that give clues of the issue are reduced to a 
multi-dimensional vector and used to cluster similar 
issues. Then, issues that are larger than a set scale are 
selected from the summarized issue sets and pre-
sented as question candidates.

In the past, when building automatic knowledge 
assistance systems, workers needed to search large 
conversation logs for question candidates and send 
them to the center supervisor. Automating this part of 
the process will contribute to reducing the cost of 
implementing such systems. 

4.   Future development

This article introduced technology that extracts 
issues from dialogues between operators and custom-
ers at a contact center and uses them to search FAQs. 
Much of the functionality introduced is implemented 
using machine learning, so important outstanding 
issues include creating large amounts of training data 
at low cost each time this system is introduced into a 
contact center, and the ability to generalize models so 
that they can be applied to various tasks. In the future, 
we will continue to work on increasing the accuracy 
of FAQs, and also on reducing the cost of deploying 
the system.
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Fig. 2.   FAQ consolidation assistance technology.
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A: My Internet has been disconnected since
this morning.
B: What do I do if my Internet service is
interrupted?

F: I want to change my password.
Z: How can I check my password?
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1.   Introduction 

We are witnessing a sense of excitement in the 
research community and a frenzy in the media 
regarding advances in artificial intelligence (AI). 
Remarkable progress has been made in a variety of AI 
tasks such as image classification and speech com-
prehension by making use of deep neural networks 
[1]. However, we need to be able to fully trust the 
algorithmic prescriptions before we can readily 
accept and apply them in practice. For this reason, 
interpretability and explainability are two essential 
ingredients in AI algorithm design.

Sparse coding was inspired by the sparsity mecha-
nism of nature [2] and has received considerable 
attention as a representative transparent AI technique. 
For example, the sparsity mechanism exists in the 
human vision system. A learning algorithm that 
attempts to find sparse linear codes for natural scenes 
will develop a complete family of localized, oriented, 
bandpass receptive fields. It has proved to be an 
extraordinarily powerful solution in a wide range of 
application fields, especially in signal processing, 
image processing, machine learning, and computer 
vision [3]. In addition, sparse coding demonstrates 

strong potential in practical implementations because 
it is sufficiently flexible to capture much of the varia-
tion in real datasets and provides insights into the 
features extracted from the dataset. 

For the purposes of practical application and pro-
viding further support to real-time services, the com-
putational complexity involved should not be over-
looked. These complex and well-engineered AI 
approaches require substantial effort in parameter 
tuning, and they pose exigent requirements on com-
putation capability, which cannot be easily satisfied 
by solely relying on devices due to their limited 
resources, for example, limited computation capabil-
ity and memory size.

A cloud built on top of a datacenter, which seam-
lessly integrates storage and computation, could be 
an ideal platform for implementing the aforemen-
tioned algorithms. It, however, faces significant chal-
lenges in data collection and service distribution over 
the network, given that the devices in service are 
globally and remotely distributed. One promising 
solution to address these limitations is to make use of 
the hierarchically distributed computing structure 
consisting of the edge, cloud, and devices, as shown 
in Fig. 1 [4]. This configuration makes it possible to 
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not only substantially reduce the tension between 
computation-intensive applications and resource-
limited devices, but also to completely avoid the long 
latency incurred in the information exchange between 
devices and the cloud in wide area networks [4]. In 
addition, the relative uniqueness of the information 
available from various devices in service prompts the 
algorithms to capture different patterns along the sys-
tem dynamics, and in turn, creates an extra degree of 
diversity. Therefore, transparent AI techniques are 
being applied in this new domain to reduce computa-
tion demands at each device, while further enhancing 
the performance by exploiting the multi-device diver-
sity.

To exploit more dimensions of edge and cloud 
resources for purposes other than just fulfilling com-
putation demands, we allow the cloud to produce a 
joint computing result based on information obtained 
from each device and try to investigate what the fun-
damental benefit is of exploiting the multi-device 
diversity. However, this could lead to serious privacy 
concerns, as the private information could be col-
lected and misused without permission by the third 
party. Commonly deployed encrypting algorithms 
such as advanced encryption standard and secure 
hash algorithm provide the capability of security, but 
they cannot render the designed algorithms valid; that 
is, computing cannot be carried out only with the 
encrypted data. Even though algorithms such as 
homomorphic encryption and secure multi-party 
computation enable computing on cipher-texts, they 
are faced with the curse of dimensionality regarding 
the size of data and thus incur significant computa-

tional complexity.
In this article, we report a secure sparse coding 

scheme with low complexity based on random uni-
tary transform, which enables sparse modeling based 
algorithms to directly compute on the encrypted data. 
Moving one step ahead, we further demonstrate its 
application to image compression and face recogni-
tion in edge and cloud networks and show the superi-
ority of the proposed framework through simulation 
results.

2.   Secure sparse coding

As illustrated in Fig. 2, an observed signal set Y can 
be represented as the linear combination of only a few 
atoms from the dictionary D. The core sparse repre-
sentation problem is defined as the quest to find the 
sparsest possible representation X. Due to the under-
determined nature of D, this linear system offers in 
general many infinitely possible solutions, and 
among these we seek the one with the fewest non-
zeros. This problem is known to be NP (nondetermin-
istic polynomial time)-hard with a reduction to NP-
complete subset selection problems in combinatorial 
optimization.

Alternatively, it is possible to find an approximate 
solution by taking the following two steps.
1) Dictionary training

Given a training set Ytrain, learning a reconstructive 
dictionary with K atoms for obtaining the sparsest 
representation can be accomplished by solving the 
following optimization problem,

Fig. 1.   Edge and cloud network. 

User devices

Edge servers

Cloud server
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arg min||Ytrain − DX||22, s.t., ||xi||0 ≤ ∈, i ∈ Ytrain,
 (1)

where D is the learned dictionary, X is the sparse rep-
resentation, and ∈ is the sparsity constraint factor. We 
can apply K-SVD to find an approximate solution.
2) Sparse representation

Given a testing sample y ∈ Y, a sparse representa-
tion x ∈ X based on the trained dictionary D can be 
calculated by

arg min||y − Dx||22, s.t., ||x||0 ≤ ∈. (2)

The above optimization problem can be efficiently 
solved using orthogonal matching pursuit (OMP).

To address the security issue, we adopt random 
unitary transform, which not only proves to be effec-
tive for biometric template protection, but also has 
the desired low computational complexity for appli-
cation in scenarios with a large cipher-text size [5]. 
Any vector v encrypted by random unitary matrix Qp 
with private key p can be expressed as v̂ = Qp × v, 
where v̂ is the encrypted vector and Qp satisfies Q*

p × 
Qp = I, where (·)* and I respectively represent the 
Hermitian transpose and the identity matrix. Gram-
Schmidt orthogonalization can be adopted for gener-
ating Qp. This encryption technique has been proved 
to be robust in terms of brute-face attacks, diversity, 
and irreversibility.

The process to extract the feature dictionary from 
the encrypted data is depicted in Fig. 3. The user 
device first encrypts its training data locally, which 
are then transmitted to the edge server in close prox-
imity via wireless channels. Then the dictionary is 
trained directly using the encrypted data at the edge/
cloud.

We proved in a previous study [6] that the relation-
ship between the dictionary D̂ trained from the 
encrypted data X̂, and D trained from the original data 
X satisfies D̂ = Qp × D. 

The process to obtain the secure sparse representa-
tion is shown in Fig. 4. The user device first encrypts 
its testing data locally. After receiving the encrypted 
data, the edge server calculates its sparse representa-
tion using the trained dictionary.

We have proved that the sparse representation x̂ of 
the encrypted data ŷ based on the encrypted diction-
ary D̂ is identical to x of the original data y based on 
the dictionary D, that is, x̂ = x [7].

3.   Application to image compression

The traditional method for secured image transmis-
sion is based on compression-then-encryption (CtE) 
systems. In CtE systems, images are uploaded to 
social networking service (SNS) providers by users 
with the assumption that the entire process can be 

D

x

Fig. 2.   Sparse coding.

Y �    M × N D �    M × K X �    K × N

=

Fig. 3.   Dictionary training based on encrypted data.
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trusted, but the privacy of the uploaded images cannot 
actually be controlled by the users. Therefore, there 
are serious concerns about the privacy of those 
uploaded images because SNS providers simply take 
full control of this process. 

Encryption-then-compression (EtC) systems have 
been proposed to securely transmit images through 
an untrusted channel provider. EtC systems enable us 
to protect unencrypted images from the SNS provid-
ers because the encrypted images can only be recov-
ered by authorized users, while enabling recompres-
sion by the providers. This approach supports com-
pressing images on the cloud while keeping the 
image data secure. 

The effectiveness of sparse coding in image com-
pression has been reported. One study [8] showed 
that rate-distortion based sparse coding outperforms 
JPEG*1 and JPEG 2000 up to 6+ dB and 2+ dB, 
respectively. An EtC system using the proposed 
secured sparse coding for image archives and sharing 
in SNSs is illustrated in Fig. 5. We obtain the sparse 

representations by feeding the encrypted dictionary D̂ 
and the encrypted image Ŷ into the secure OMP com-
putation. The proposed algorithm can easily control 
the number of sparse representations without decrypt-
ing the encrypted images. To this end, the rate-distor-
tion tradeoff can be easily controlled without decrypt-
ing the encrypted images. 

As shown in Figs. 6 and 7, it is difficult to recognize 
the original image and the dictionary from the 
encrypted ones, and it would be computationally 
expensive to obtain the original image and dictionary 
from the encrypted ones without knowledge of the 
private key. The authorized user can recover the 
image Ẏ = Q*

pD̂X̂ based on the encrypted dictionary D̂ 
and its sparse representation x̂, as shown in Fig. 8(a). 
The image cannot be recovered by an unauthorized 
user, as shown in Fig. 8(b).

Moreover, the trained dictionary also demonstrates 

Fig. 4.   Secure sparse representation.
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Fig. 5.   EtC system using secure sparse coding.
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a representative capability. The rate-distortion perfor-
mance (average sparsity ratio vs. decoded/decrypted 

image quality peak signal-to-noise ratio (dB)) when 
compared with overcomplete discrete cosine transform 

Fig. 6.   Image before (left) and after (right) encryption.

Fig. 7.   Dictionary before (left) and after (right) encryption.

Fig. 8.   Recovered images.

(a) Authorized user (PSNR=39.28)

PSNR: peak signal-to-noise ratio

(b) Unauthorized user (PSNR=10.40)
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(DCT) is plotted in Fig. 9. The average sparsity ratio 
is defined as the ratio of the number of sparse repre-
sentations to the number of atoms in the dictionary. It 
can be seen that the proposed secure sparse coding 
(secure OMP) can represent the image with fewer 
atoms than overcomplete DCT. Furthermore, it is 
confirmed that the proposed secure sparse coding 
yields the same results as the unencrypted version of 
sparse coding (OMP) [9]. 

4.   Application to face recognition

Face recognition has been a prominent biometric 
technique for identity authentication in a wide range 
of areas and applications, for example, public secu-
rity and virtual reality. While the integration of face 
recognition and the edge/cloud network generates an 
extra degree of freedom for performance enhance-
ment, significant concerns have been raised about 
privacy, as such biometric information could be mis-
used without permission.

Our objective is to construct a secured framework 
to reduce the computation demands at each device, 
while taking advantage of this benefit to produce a 
more accurate face recognition result. To this end, we 
preserve privacy by deploying secure sparse coding, 
which enables dictionaries/recognition results to be 
trained/drawn from the encrypted images. We further 
prove both theoretically and through simulation that 
such encryption will not affect the accuracy of face 
recognition. To fully utilize the multi-device diversi-
ty, we extract deeper features in an intermediate 
space, which is expanded according to the dictionar-

ies from each device, and perform classification in 
this new feature space to combat noise and modeling 
errors. This approach is demonstrated to achieve 
higher correctness of predictability through simula-
tion results.

In the ensemble training process, as shown in 
Fig. 10, we jointly train a discriminative dictionary 
and classifier parameter based on the encrypted data 
at each edge server. Then we extract the decision 
templates for each class of individuals to be recog-
nized at the remote cloud in order to efficiently com-
bat noise and modeling errors.

In the recognition process, as shown in Fig. 11, we 
devise a pairwise similarity measurement, based on 
which we compare the current decision profile for a 
testing sample with each of the formulated decision 
templates. The closest match will produce the classi-
fication result.

We investigate the performance of the proposed 
framework by simulation. The performance improve-
ment achieved by exploiting the multi-device diver-
sity through ensemble learning is shown in Fig. 12. 
The performance improvement is significant when 
the number of devices is large due to the extra degree 
of freedom. In addition, we verified that by adopting 
random unitary transform, the result of face recogni-
tion is not affected, which proves that the proposed 
framework operates on a secured plane without any 
performance degradation.

We also show in Fig. 12 a performance comparison 
with a deep learning based algorithm, in which a 
5-layer convolutional neural network was adopted 
and principal component analysis (PCA) was 
deployed to learn filter kernels in order to extract 
more discriminative features. Even though the deep 
learning based algorithm outperforms the proposed 
framework by 0.7% in terms of recognition accuracy, 
it requires 67% more dictionary training samples for 
each class. Significantly, when there are 30 dictionary 
training samples for each class, which is the most 
common setting when evaluating the performance on 
the dataset we used, the proposed framework domi-
nates by over 4%. When there are only 10 training 
samples per class, which is reasonable in real-world 
settings due to the scarcity of fine-grained and manu-
ally labeled data, the proposed framework dominates 
by over 12%.

The performance comparison in terms of computa-
tional complexity is indicated in Table 1. Even 
though the deep learning based algorithm adopts: 1) 
PCA instead of a stochastic gradient descent to learn 
filter kernels and 2) a hashing method to simplify the 

Fig. 9.   Rate-distortion performance.

40

38

36

34

32

30

28

26

OMP
Secure OMP
Overcomplete DCT

Average sparsity ratio
0.05 0.1 0.15

P
S

N
R

 (
dB

)



Regular Articles

NTT Technical Review 25Vol. 17 No. 9 Sept. 2019

nonlinear processing layer in order to reduce the 
computational complexity, it still requires a very long 

training time under such a small database. The pro-
posed algorithm is extremely fast in terms of testing 

Fig. 10.   Ensemble training.
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time, which makes it possible to support real-time 
face recognition applications.

5.   Conclusion and future work

We have conducted basic research in the interdisci-
pline of sparse coding and networking from a secu-
rity perspective. Specifically, we propose a secure 
sparse coding scheme with low complexity and dem-
onstrate its application to image compression and 
face recognition for both preserving privacy and 
enhancing performance. We plan to further investi-
gate the integration of sparse coding and networking 
in areas such as online traffic prediction and anomaly 
detection in order to extend our scientific contribu-
tion. Moreover, we are looking for opportunities for 
practical implementation to support secured real-time 
multimedia processing related applications, for 
example, secured face recognition in surveillance 
cameras, in order to demonstrate its commercial 
value as well as practical significance.
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1.   Meeting overview

The 22nd meeting of the Global Standards Collabo-
ration (GSC-22), held March 26–27, 2019, in 
Montreux, Switzerland, was attended by 85 delegates 
from 12 standards developing organizations (SDOs): 
ARIB (Association of Radio Industries and Busi-
nesses) of Japan, ATIS (Alliance for Telecommunica-
tions Industry Solutions) of the USA, CCSA (China 
Communications Standards Association), European 
Telecommunications Standards Institute (ETSI), IEC 
(International Electrotechnical Commission), the 
Institute of Electrical and Electronics Engineers 
(IEEE) Standards Association, ISO (International 
Organization for Standardization), ITU (International 
Telecommunication Union), Telecommunications 
Industry Association (TIA) of the USA, TSDSI (Tele-
communications Standards Development Society, 
India), TTA (Telecommunications Technology Asso-
ciation) of Korea, and The Telecommunication Tech-
nology Committee (TTC) of Japan. Delegates from 
individual SDOs reported on their latest activities and 
high-priority issues and discussed two strategic top-
ics: connected citizens & smart sustainable cities, and 
artificial intelligence (AI).

2.   Activity reports by individual SDOs

The 12 SDOs reported on their latest activities and 

high-priority issues.
It was found that a number of SDOs are working on 

several topics in duplication, such as smart cities, the 
Internet of Things (IoT), AI, security, and fifth-gener-
ation mobile communications (5G). The meeting 
participants came to a common understanding that it 
is important for standardization activities to respond 
to market trends in a timely manner and that SDOs 
need to collaborate in order to minimize duplicated 
work.

3.   Main themes of GSC-22

This meeting singled out two themes for discus-
sion: smart sustainable cities and AI. Representatives 
of SDOs made presentations and participated in panel 
discussions on these themes.

3.1   Smart sustainable cities
A latent problem that stands in the way of realizing 

a smart city is the absence of a common mechanism 
by which cities exchange data. The SDOs agreed on 
the need for continued discussions on the develop-
ment of guidelines and standards that enable seam-
less data exchange and mutual operation.

Prominent among the issues reported by SDOs is a 
lack of interoperability (due to a silo mentality) 
among different IoT/smart city platforms. Therefore, 
the participants found it urgent to standardize the 
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platforms and data APIs (application programming 
interfaces).

3.2   AI
The participants shared information about the 

needs of different regions and about sustained activi-
ties related to the application of AI and machine 
learning in the fields of 5G, healthcare, and industrial 
manufacturing. Some issues addressed at the meeting 
were not only the technical aspects of AI but also 
latent problems related to security, privacy, reliability, 
ethics, social concerns, and regulations. The need for 
GSC members to cooperate to tackle the ethical and 
social aspects of information and communication 
technology systems, services, and technologies was 
recognized. IEEE reported that it is driving a global 
project on the ethics of autonomous & intelligent 
systems, and this project is intended to make designs 
ethically acceptable. It has formulated the IEEE 
P7000 series as standards that comprehensively cover 
ethically conscious AI and autonomous systems.

ETSI technical groups are studying various AI 
applications. For example, the Industry Specification 
Group is studying Experiential Networked Intelli-
gence, which uses AI for data collection and analysis, 
Zero Touch Network and Service Management, 
which applies AI to automation and operation of net-
works, and Multi-access Edge Computing, which 
releases network edges and provides network and 
context information. The Technical Committee is 

studying Intelligent Transport Systems, which 
applies AI to autonomous vehicles. 

The chairman of the Security Working Group of 
TTC (Japan) gave a presentation on transparency and 
trustworthiness in AI and machine learning. As AI 
technology spreads and AI-based decision-making 
penetrates a broad spectrum of activities, it has been 
pointed out that the use of improper or biased data 
can lead to inappropriate decision-making. In addi-
tion, deliberate maneuverings of AI engines can lead 
to decisions favorable solely to a specific group of 
people. He also pointed out that it is necessary to heed 
the society-oriented basic principles that the Japanese 
government has defined for human-centric AI: 
human-centric, education, privacy, security, fair com-
petition, fairness, accountability, transparency, and 
innovation. The compilation of guidelines for the use 
of AI systems and the provision of a reporting func-
tion in AI systems are essential parts of the effort to 
promote AI security standardization. He also identi-
fied the needs for the internal assessment of training 
data, for the examination of output data obtained 
from standardized training data, for the detection of 
unbalanced output data, and for technical specifica-
tions for the trustworthy framework for the use of AI.

4.   Next meeting

The next meeting (23rd meeting) will be hosted by 
TIA (USA) and held in 2020.

Hideyuki Iwata
General Manager, Standardization Strategy, 

Research and Development Planning Depart-
ment, NTT.

He received a Ph.D. in electrical engineering 
from Yamagata University in 2011. From 1993 to 
2000, he conducted research on high-density and 
aerial optical fiber cables at NTT Access Network 
Service Systems Laboratories. Since 2000, he has 
been responsible for standardization strategy plan-
ning for NTT research and development. He has 
been a delegate of IEC Subcommittee 86A (opti-
cal fiber and cable) since 1998 and of the ITU-T 
(Telecommunication Standardization Sector) 
Telecommunication Standardization Advisory 
Group (TSAG) since 2003. He is a vice-chair of 
Working Group Policy and Strategic Coordination 
(WG PSC) and the Expert Group on Bridging the 
Standardization Gap (EG BSG) in the Asia-Pacific 
Telecommunity Standardization Program Forum 
(ASTAP). He received an award from the IEC 
Activities Promotion Committee of Japan in 2004, 
the ITU Association of Japan (ITU-AJ) Interna-
tional Activity Encouragement Award in 2005, 
ITU-AJ International Cooperation Award in 2012, 
an award for contributions to an information and 
communication technology (ICT) development 
project at the Asia-Pacific Telecommunity ICT 
Ministerial Meeting in 2014, the ITU-AJ Accom-
plishment Award in 2018, and the TTC Chair-
man’s Prize in 2019.
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External Awards

IEICE Communications Society Excellent Paper Award
Winner: Yoshitaka Enomoto, Tetsuya Iwado, Takashi Goto, Masaki 
Waki, Toshio Kurashima, and Yoshiyuki Kajihara, NTT Access Net-
work Service Systems Laboratories
Date: May 13, 2019
Organization:  The Institute of Electronics, Information and Com-
munication Engineers (IEICE)

For “Design and Performance of Aerial Line Structure Inspection 
Support System with Mobile Mapping System.”
Published as: Y. Enomoto, T. Iwado, T. Goto, M. Waki, T. Kurashi-
ma, and Y. Kajihara, “Design and Performance of Aerial Line Struc-
ture Inspection Support System with Mobile Mapping System,” 
IEICE Trans. Commun. (Japanese Edition), Vol. J100-B, No. 12, pp. 
995–1003, 2017.

Laser Society of Japan Achievement Award (Paper Prize)
Winner: Atsushi Ishizawa, Tadashi Nishikawa, Kenichi Hitachi, and 
Hideki Gotoh, NTT Basic Research Laboratories
Date: May 31, 2019
Organization: The Laser Society of Japan

For “Ultra-precise Frequency Conversion Using an Electro-optic-
modulation Frequency Comb.”
Published as: A. Ishizawa, T. Nishikawa, K. Hitachi, and H. Gotoh, 
“Ultra-precise Frequency Conversion Using an Electro-optic-modu-
lation Frequency Comb,” The Review of Laser Engineering, Vol. 46, 
No. 2, pp. 80–85, 2018.

AVM Award
Winner: Masaaki Matsumura, NTT Media Intelligence Laboratories
Date: June 14, 2019
Organization: The Special Interest Group of Audio Visual and Multi-
media information processing, Information Processing Society of 
Japan (IPSJ-AVM)

For “A Study for Prediction of Heating and Strain Using Audience 
Behavior.”
Published as: M. Matsumura, A. Kameda, M. Isogai, H. Noto, and 
H. Kimata, “A Study for Prediction of Heating and Strain Using 
Audience Behavior,” IPSJ SIG Technical Report, Vol. 2018-AVM-
101, No. 10, 2018.

AVM Award
Winner: Shoichiro Takeda, NTT Media Intelligence Laboratories
Date:  June 14, 2019
Organization: IPSJ-AVM

For “A Study of Quality of Experience Assessment for Video Mag-
nification.”

Published as: S. Takeda, A. Kameda, M. Isogai, and H. Kimata, “A 
Study of Quality of Experience Assessment for Video Magnifica-
tion,” IPSJ SIG Technical Report, Vol. 2019-AVM-104, No. 9, 2019.

Young Researcher Award
Winner: Takashi Hosono, NTT Media Intelligence Laboratories
Date: June 28, 2019
Organization: The Institute of Image Electronics Engineers of Japan 
(IIEEJ)

For “Depth Edge Based Objectness Metric for Generating Instance 
Candidate Regions.”
Published as: T. Hosono, S. Tarashima, J. Shimamura, and T. Kine-
buchi, “Depth Edge Based Objectness Metric for Generating Instance 
Candidate Regions,” Proc. of Visual/Media Computing Conference 
2018, Yamagata, Japan, June 2018.

Outstanding Research Presentation Award
Winner: Shoichiro Takeda, NTT Media Intelligence Laboratories
Date: June 29, 2019
Organization: The Special Interest Group of Computer Graphics 
and Visual Informatics, IPSJ (IPSJ-CG)

For “Local Riesz Pyramids for Faster Phase-based Video Magnifi-
cation.”
Published as: S. Takeda, M. Isogai, S. Shimizu, and H. Kimata, 
“Local Riesz Pyramids for Faster Phase-based Video Magnification,” 
IPSJ SIG Technical Report, Vol. 2019-CG-173, No. 4, 2019.

Young Engineer Excellent Presentation Award
Winner: Takashi Miwa, NTT Device Innovation Center
Date: July 5, 2019
Organization: Japan Association of Corrosion Control

For “New Two-layer Paint System with Zinc Rich Paint.”
Published as: T. Miwa, A. Ishii, and H. Koizumi, “New Two-layer 
Paint System with Zinc Rich Paint,” Proc. of the 39th Corrosion 
Control Conference, pp. 75–80, Tokyo, Japan, July 2018.

Young Engineer Excellent Presentation Award
Winner: Azusa Ishii, NTT Device Innovation Center
Date: July 5, 2019
Organization: Japan Association of Corrosion Control

For “Effects of Water Spray on the Degradation Behavior of 
Poly(ethylene terephthalate) under Accelerated Weathering Test.”
Published as: A. Ishii, T. Miwa, M. Watanabe, and S. Oka, “Effects 
of Water Spray on the Degradation Behavior of Poly(ethylene tere-
phthalate) under Accelerated Weathering Test,” Proc. of the 39th 
Corrosion Control Conference, pp. 23–28, Tokyo, Japan, July 2018.
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Experimental Demonstration of Secure Quantum Remote 
Sensing

P. Yin, Y. Takeuchi, W. Zhang, Z. Yin, Y. Matsuzaki, X. Peng, X. 
Xu, J. Xu, J. Tang, Z. Zhou, G. Chen, C. Li, and G. Guo

arXiv:1907.06480 [quant-ph], July 2019.
Quantum metrology aims to enhance the precision of various mea-

surement tasks by taking advantage of quantum properties. In many 
scenarios, precision is not the sole target; the acquired information 
must be protected once it is generated in the sensing process. Consid-
ering a remote sensing scenario where a local site performs coopera-
tive sensing with a remote site to collect private information at the 
remote site, the loss of sensing data inevitably causes private infor-
mation to be revealed. Quantum key distribution is known to be a 
reliable solution for secure data transmission; however, it fails if an 
eavesdropper accesses the sensing data generated at a remote site. In 
this study, we demonstrate that by sharing entanglement between 
local and remote sites, secure quantum remote sensing can be real-
ized, and the secure level is characterized by asymmetric Fisher 
information gain. Concretely, only the local site can acquire the esti-
mated parameter accurately with Fisher information approaching 1. 
In contrast, the accessible Fisher information for an eavesdropper is 

nearly zero even if he/she obtains the raw sensing data at the remote 
site. This achievement is primarily due to the nonlocal calibration and 
steering of the probe state at the remote site. Our results explore one 
significant advantage of “quantumness” and extend the notion of 
quantum metrology to the security realm.

  

Proposal and Verification of Auto Calibration Technique 
for Bias Control Circuit Connecting to Imperfect IQ-modu-
lator

H. Kawakami, S. Kuwahara, and Y. Kisaka
Proc. of the 24th OptoElectronics and Communications Confer-

ence (OECC 2019), ThC2-2, Fukuoka, Japan, July 2019.
We show that imperfection in an IQ-modulator degrades the accu-

racy of the auto bias control circuit connected to the modulator’s 
complementary port, and propose an auto calibration technique that 
can effectively suppress this degradation.

  

Papers Published in Technical Journals and 
Conference Proceedings


	Contents
	Feature Articles: Artificial Intelligence in Contact Centers—Advanced Media Processing Technology Driving the Future of Digital Transformation
	Advanced Initiatives for Contact Center AI
	Evolution of Speech Recognition System—VoiceRex
	Toward Natural Language Understanding by Machine Reading Comprehension
	Automatic Knowledge Assistance System Supporting Operator Responses

	Regular Articles
	Towards Secured and Transparent Artificial Intelligence Technologies in Hierarchical Computing Networks

	Global Standardization Activities
	Report on the 22nd Global Standards Collaboration (GSC-22) Meeting

	External Awards/Papers Published in Technical Journals and Conference Proceedings

