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1.   Introduction

It has been more than three years since the third 
artificial intelligence (AI) boom began to take hold in 
industry, and practical use of AI has begun in various 
fields. The NTT Group announced its corevo® AI 
brand in June 2016 and has been advancing various 
initiatives [1] since then. There is no doubt that the 
main technology accompanying the third AI boom 
has been machine learning, and deep learning in par-
ticular. Deep learning can be applied as a basic tech-
nology in various areas, but in most cases, simple 
application of the technology will not achieve the best 
performance when used in actual business. To achieve 
performance adequate for practical use, a network 
model specialized for the application must be created 
and trained using suitable data.

In the early days of AI, there was discussion regard-
ing general AI as opposed to narrow AI. General AI 
refers to artificial intelligence that is able to solve any 
type of problem, similar to the human brain. We are 
still far from achieving this. In contrast, narrow AI 
can solve particular types of problems, which can be 
said of all AI available today. By specializing on a 
particular type of problem, narrow AI is often able to 
achieve performance equal to or better than humans. 
As such, an application area must be defined and the 
AI must be applied to the specific problem to use AI 
as currently available.

Contact centers are one area where NTT Media 
Intelligence Laboratories is focusing research and 
development (R&D) to apply AI technology. Contact 
centers respond to many telephone calls and chats 
daily and also conduct many knowledge searches and 
a lot of call analysis. Thus, it is a field where the 
speech and natural language processing technologies 
that we have cultivated for many years can be uti-
lized. There are many contact centers within the NTT 
Group, and they can provide a lot of data across many 
fields that can be used in refining our technologies. 
Our objective is to use these environments and this 
store of data to create technologies that can be applied 
in real business scenarios.

2.   Contact center issues

Contact center departments specialize in dealing 
with customers through various channels such as 
telephone, email, and chat. They were originally 
positioned as administrative centers for accepting 
applications or providing customer support, but with 
recent changes in business environments, they are 
becoming increasingly important as customer contact 
points that gather feedback from many customers. 
The contact center environment in Japan is beset with 
an increasingly serious shortage of personnel, and 
hiring and retaining operators is a serious challenge 
[2]. At the same time, service quality, or customer 
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experience (CX), must be improved. Finding ways to 
improve CX is another major issue for contact center 
management, especially in centers with high staff 
turnover and limited operational resources, where 
often there are personnel shortages and a number of 
inexperienced staff.

3.   AI in contact centers

Various information technology systems have been 
introduced into contact centers, for example, those 
for interactive voice response, computer telephony 
integration, knowledge systems, and customer rela-
tionship management. AI is being used to make these 
systems more sophisticated, to provide new function-
ality, and to improve operational efficiency and CX. 

A typical AI technology used in contact centers is 
voice mining. Voice mining has achieved dramatic 
increases in speech recognition accuracy through the 
use of deep learning, and it is now one of the most 
widely used AI technologies in contact centers. 
Through our subsidiary, NTT TechnoCross, NTT is 
developing and marketing a commercial voice min-
ing technology called ForeSight Voice Mining [3]. It 
converts call speech to text using speech recognition 
and applies statistical analysis and visualization from 
a large volume of calls to obtain hints regarding 
issues with contact center operation, and how to solve 

them [4]. 
Statistical analysis can be used, for example, to 

extract know-how from skilled operators and deploy 
it horizontally within the contact center, thereby 
increasing the overall skill level, or to compile statis-
tical information for the entire center and quickly 
identify anomalies (such as rapid increases in a par-
ticular type of inquiry). Since the speech has been 
converted to text, it is also easier to review details 
after a call has been completed, increasing speed and 
accuracy when entering the call response history. 
These features are already being used in contact cen-
ters within and outside the NTT Group and are 
achieving results such as improved efficiency and 
increased sales.

An example of a voice mining technology configu-
ration is shown in Fig. 1. The voice mining technol-
ogy performs speech recognition on the call speech 
data, and the results are then analyzed by a call ana-
lyst. Voice mining has a role as an AI platform in the 
contact center, and other AI modules can be added to 
it to use speech recognition results in more sophisti-
cated ways. 

The NTT laboratories are also conducting R&D to 
extract information other than text, for example, emo-
tional content, using AI. Such AI can be used to 
extend the speech recognition component and expand 
the scope of analysis. We are also advancing R&D on 

Fig. 1.   Example deployment of voice mining technology.
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AI that creates and presents knowledge based on the 
results of speech recognition in order to support 
operators in dealing with inquiries. These types of AI 
are configured so that they can be built using the 
voice mining technology as a platform. This enables 
them to be deployed quickly in real contact center 
environments. 

4.   Initiatives for further advancement

Several new issues that need to be addressed have 
become apparent through commercial deployment of 
voice mining technology.

(1)  Further improvement of customer speech rec-
ognition accuracy

(2)  Creation of still more value using speech rec-
ognition results

(3)  Reduction of the cost and time involved in 
tuning the AI upon introduction

Currently, the accuracy of operator speech recogni-
tion in contact centers exceeds 90%. However, accu-
racy of customer speech recognition is generally ten 
percentage points lower. The customer speech can 
include more background noise, depending on their 
location, and if they are using a mobile phone, the 
sound quality can be degraded due to encoding and 
other factors. The speech may also be less stable and 
less formal than that of the operator, so there are sev-
eral conditions that can make speech recognition 
more difficult. 

The level of customer speech recognition accuracy 
is currently adequate for a person to understand what 
was said from the results and to use the results for 
statistical analysis at the individual word level. How-
ever, higher accuracy is required in order to use 
results in more sophisticated ways such as for knowl-
edge creation or search. The article, “Evolution of 
Speech Recognition System—VoiceRex” [5] in the 
Feature Articles in this issue, introduces some of the 
latest technologies for resolving issue (1) above. 

There is increasing demand when introducing voice 
mining technology to use speech recognition results 
in more sophisticated ways, to provide more advanced 
support for operators, and to reduce costs. Regarding 
issue (2), the NTT laboratories are focusing their 
efforts on R&D on knowledge support, which will 
facilitate acquisition of the knowledge needed for 
operators to handle inquiries. 

The article “Toward Natural Language Understand-
ing by Machine Reading Comprehension” [6] intro-
duces technology that derives answers to questions 
from manuals and other documents. Knowledge used 

in contact centers includes materials such as fre-
quently asked questions (FAQs), manuals, and user 
agreements, but there are many contact centers that 
have not adequately organized their FAQs. 

Machine reading comprehension promises to 
reduce the cost of organizing such knowledge by 
eliminating the need to prepare question and answer 
pairs ahead of time, as is done for FAQ search. In 
interviews, operators have also expressed opinions 
such as, “The manuals used in training are usually 
more familiar than the FAQs and are easier to use,” 
and, “When we have an inquiry that is not in the 
FAQs, we need to look at the manuals anyway,” so 
there is also increasing anticipation among operators 
for the convenience such technology will provide.

Another article in this issue, “Automatic Knowl-
edge Assistance System Supporting Operator 
Responses” [7], introduces an automated knowledge 
assistance technology that links speech recognition 
with FAQ search, automatically presenting relevant 
FAQ entries at the appropriate time to operators while 
they are handling inquiries. Automatic knowledge 
assistance eliminates the time required for the opera-
tor to search for knowledge. The article also intro-
duces efforts to increase the efficiency of organizing 
FAQ information using the speech recognition 
results.

The accuracy of AI technologies such as speech 
recognition can be increased by tuning them for each 
application area, so it is important to reduce the cost 
and time required for tuning, especially when deploy-
ing it in small-scale contact centers. For issue (3), the 
NTT laboratories are working on developing new 
technologies that improve accuracy and also working 
on reducing the tuning required for each installation 
by strengthening the underlying AI models. We have 
been collecting large amounts of training data from 
voice calls and other sources and creating industry-
specific base models for speech recognition and 
knowledge search. In the major industries for which 
we have built industry-specific base models, we are 
now able to implement highly accurate systems, 
quickly and at low cost, by simply performing addi-
tional training with a small amount of training data. 

5.   Expanding scenarios for using AI

The accuracy of speech recognition and natural 
language processing has increased dramatically due 
to the emergence of deep learning, increases in com-
puter performance, and training with large amounts 
of data. These technologies are becoming common in 
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real business environments. In the future, we intend 
to pursue successful business projects with various 
partners, using the media processing technologies 
introduced here and others. We will also continue 
promoting R&D on innovative technologies to 
expand the range of applications for AI. 
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