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1.   History of VoiceRex

Speech recognition is a key technology to under-
stand human communication and is a necessary ele-
ment of artificial intelligence (AI) for contact centers. 
Speech recognition is technology to convert speech in 
an input signal into text. Research and development 
(R&D) of speech recognition at the NTT laboratories 
has a long history, spanning half a century. NTT 
Media Intelligence Laboratories has developed the 
VoiceRex speech recognition system based on the 
results of these long years of research and is provid-
ing the technology to NTT Group companies, where 
it will be applied in a wide range of service fields. 

The idea of using speech recognition to analyze 
contact center calls was in mind from the initial 
stages of this R&D. This capability was almost 
unthinkable at the time, but it was set as a goal to be 
reached some decades in the future. VoiceRex (or its 
predecessor speech recognition library) was first 
released in the early 1990s, but at that time, it was 
only able to recognize keywords. The current ability 
to recognize longer utterances and conversations was 
achieved in 2000. Even so, it was not at a level where 
it could correctly recognize conversations between 
two people. It could only recognize formal language 
such as newspaper text if it was read out clearly, and 
the recognizable vocabulary was very limited.

Then VoiceRex went through several technical 
innovations, and the performance increased dramati-
cally. In 2008, we incorporated a weighted finite state 
transducer for the first time in Japan. This enabled it 
to learn approximately 100 times more words than 
before and to recognize speech from among roughly 
10 million words. In 2009, this advancement was 
used in a system that creates a record of debates in the 
Japanese House of Representatives. In conditions 
where one person speaks at a time in question-answer 
format, the system was able to achieve 90% recogni-
tion accuracy. This was the beginning of the use of 
speech recognition to replace manual shorthand in 
the main assembly and various committees.

Thereafter, speech databases continued to be 
extended and consolidated, computing performance 
improved, and technology was created to utilize 
large-scale databases efficiently, so the performance 
of speech recognition continued to increase steadily. 
Finally, speech recognition for contact center calls 
started to become practical, and in 2014, NTT Soft-
ware released its ForeSight Voice Mining* product for 
contact centers.

For several years before that, another technology 
had been attracting attention in the speech recognition 
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research community. Deep neural networks had 
emerged on the scene. Deep learning caused a great 
paradigm shift in speech recognition. The perfor-
mance of conversion from sound signals (air pressure 
fluctuations) to an acoustic model (sequences of pho-
nemes, which are vowel and consonant sounds) 
increased sharply, which led to dramatic increases in 
recognition rates for phone calls. 

A commercial version of VoiceRex using deep 
learning was released in 2014. Then, in 2015, we used 
a type of neural network called CNN-NIN (convolu-
tional neural network - network in network) to per-
form speech recognition on sound from a mobile 
terminal in a noisy public area. This resulted in a first 
place award among participating research institutions 
at the CHiME3 (The 3rd CHiME Speech Separation 
and Recognition Challenge) international technology 
evaluation event. With the spread of smartphones, 
people are making telephone calls more frequently 
while they are out and about, and we are now able to 
recognize speech accurately in audio signals contain-
ing more ambient noise, as when calling from a 
crowded location.

Through such technical innovations, applications 
of speech recognition have expanded rapidly. Voice-
Rex is now used in many products and services. In 
particular, the number of installed AI-related contact 
center products have increased rapidly, and these 
have become a core segment of speech recognition 
products and services. 

However, some new issues have arisen as more and 
more customers have started using the technology. 
One such issue concerns the diversity in terms of top-
ics. Current speech recognition technology can work 
more accurately if the topics in the input call audio 
are known ahead of time. For example, the names of 
services being handled will differ for each company 
operating a call center. Even within one company, the 
departments for registering or canceling membership, 
for receiving complaints, and for answering technical 
questions are all separate. Thus, current technology 
tunes language models for content separately for each 
company and also for each contact center.

Another issue is handling the flow of conversation. 
When two people talk, they often do not speak in 
clear statements. For example, when a sentence ends 
in “…-tion,” which would be written “t n” using a 
phonetic pronunciation syllable, it might only be pro-
nounced “t ,” and the remaining “ n,” while pro-
nounced, may not be clear and may only be expressed 
in the rhythm of the speech. This can occur frequent-
ly. For such cases of unclear or omitted pronuncia-

tion, a mechanism to predict words from the context 
is needed. Below, we introduce a new technology 
incorporated in the latest version of VoiceRex to over-
come this issue.

2.   Conversational context language model

A language model is a model that predicts the 
sequence of individual words. Intuitively, it has the 
role of deciding whether a sentence is correct as a 
language or not. Our speech recognition system uses 
a probabilistic model called an N-gram language 
model, which creates models based on the idea that a 
word is dependent on the N-1 preceding words. The 
number of word combinations increases exponential-
ly as N increases, so at most, three or four N values 
are used. As such, models only consider very local 
context. For short utterances, an N-gram language 
model is sufficient, but as utterances get longer, it 
becomes necessary to consider more context.

Thus, language models using neural networks have 
attracted attention recently, particularly recurrent 
neural network (RNN) language models, which are 
able to handle context over longer periods. When 
these models are used for speech recognition, multi-
ple candidate speech recognition results are first 
obtained, and each result is scored using an RNN 
language model to determine the final recognition 
result. This is called the rescoring method.

One issue with RNN language models is that they 
are limited to using context in a single utterance. For 
calls to a contact center, using context that spans 
utterances is very important. For example, when the 
operator answers a customer’s question, the content 
of the answer must be related to the content of the 
customer’s question. Therefore, we have developed 
conversational context language model technology 
[1] that considers context over longer periods, span-
ning utterances. When it performs speech recogni-
tion, it uses the speech recognition results from suc-
cessive utterances as context. In VoiceRex, a conver-
sational context language model is applied using the 
rescoring method for each utterance to select better 
(closer to correct) sentences, and these results are 
used as context to perform speech recognition on the 
next utterance. In this way, the effectiveness of the 
conversational context language model is gained with 
the input of each utterance.

3.   Neural error corrective language model

As stated before, as fluency increases, cases of 
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unclear pronunciation appear, but certain tendencies 
also appear in such cases. This frequently occurs for 
sentences ending in “-tion” (t n) as mentioned ear-
lier, and also for prepositions and frequently occur-
ring expressions such as “Thank you very much.” 
Speech recognition tends to make the same mistakes 
in each of these cases. There are also many other error 
patterns that occur frequently, beyond those caused 
by unclear pronunciation. The approach of detecting 
such error tendencies and correcting them is called 
error correction.

We were able to improve recognition accuracy by 
developing neural error corrective language model 
technology [2] that incorporates a framework for con-
sidering speech recognition errors into an RNN lan-
guage model. Specifically, we introduced a neural 
network called an encoder-decoder model, which 
provides a mechanism to select the correct sentence 
from among results that include speech recognition 
errors. To train the neural error corrective language 
model, we used sentences that produced speech rec-
ognition errors together with the corresponding cor-
rect sentences, and trained for the relationship 
between them. In this way, we captured both the error 
tendencies and ways to correct them.

When performing speech recognition, we use the 
rescoring method, in the same way as for the conver-
sational context language model. This model can be 
used together with the conversational context lan-

guage model, producing results that are augmented 
by both language models for each utterance. This is 
illustrated in Fig. 1. During a call, utterances are 
extracted from the input signal, multiple recognition 
result candidates are output for each, and both models 
are applied to select the final recognition result. For 
the conversational context language model, this final 
recognition result is returned as context for recogni-
tion of the next utterance.

4.   Future prospects

For most of the contact centers considered so far, 
the customers would initiate the call to the contact 
center. In such cases, the conversation between the 
operator and customer is one-time-only and relatively 
formal. This is good for the accuracy of speech recog-
nition. However, as AI products are introduced into 
contact centers, they are being used more and more 
by companies to contact their customers. In such 
cases, an operator is assigned to each customer, and 
the operator speaks to the customer multiple times to 
encourage more frank conversation, which compli-
cates speech recognition. As in the past, as the range 
of applications has broadened, situations are encoun-
tered that make recognition more difficult than 
before. Each time this occurs, R&D is conducted to 
overcome the difficulty, and the technology continues 
to advance. We will continue to advance VoiceRex, 

Fig. 1.   Flow of applying conversional context language model and neural error corrective language model.
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meeting the new challenges encountered by users as 
they use speech recognition in real life. 
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