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1.   Introduction 

We are witnessing a sense of excitement in the 
research community and a frenzy in the media 
regarding advances in artificial intelligence (AI). 
Remarkable progress has been made in a variety of AI 
tasks such as image classification and speech com-
prehension by making use of deep neural networks 
[1]. However, we need to be able to fully trust the 
algorithmic prescriptions before we can readily 
accept and apply them in practice. For this reason, 
interpretability and explainability are two essential 
ingredients in AI algorithm design.

Sparse coding was inspired by the sparsity mecha-
nism of nature [2] and has received considerable 
attention as a representative transparent AI technique. 
For example, the sparsity mechanism exists in the 
human vision system. A learning algorithm that 
attempts to find sparse linear codes for natural scenes 
will develop a complete family of localized, oriented, 
bandpass receptive fields. It has proved to be an 
extraordinarily powerful solution in a wide range of 
application fields, especially in signal processing, 
image processing, machine learning, and computer 
vision [3]. In addition, sparse coding demonstrates 

strong potential in practical implementations because 
it is sufficiently flexible to capture much of the varia-
tion in real datasets and provides insights into the 
features extracted from the dataset. 

For the purposes of practical application and pro-
viding further support to real-time services, the com-
putational complexity involved should not be over-
looked. These complex and well-engineered AI 
approaches require substantial effort in parameter 
tuning, and they pose exigent requirements on com-
putation capability, which cannot be easily satisfied 
by solely relying on devices due to their limited 
resources, for example, limited computation capabil-
ity and memory size.

A cloud built on top of a datacenter, which seam-
lessly integrates storage and computation, could be 
an ideal platform for implementing the aforemen-
tioned algorithms. It, however, faces significant chal-
lenges in data collection and service distribution over 
the network, given that the devices in service are 
globally and remotely distributed. One promising 
solution to address these limitations is to make use of 
the hierarchically distributed computing structure 
consisting of the edge, cloud, and devices, as shown 
in Fig. 1 [4]. This configuration makes it possible to 
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not only substantially reduce the tension between 
computation-intensive applications and resource-
limited devices, but also to completely avoid the long 
latency incurred in the information exchange between 
devices and the cloud in wide area networks [4]. In 
addition, the relative uniqueness of the information 
available from various devices in service prompts the 
algorithms to capture different patterns along the sys-
tem dynamics, and in turn, creates an extra degree of 
diversity. Therefore, transparent AI techniques are 
being applied in this new domain to reduce computa-
tion demands at each device, while further enhancing 
the performance by exploiting the multi-device diver-
sity.

To exploit more dimensions of edge and cloud 
resources for purposes other than just fulfilling com-
putation demands, we allow the cloud to produce a 
joint computing result based on information obtained 
from each device and try to investigate what the fun-
damental benefit is of exploiting the multi-device 
diversity. However, this could lead to serious privacy 
concerns, as the private information could be col-
lected and misused without permission by the third 
party. Commonly deployed encrypting algorithms 
such as advanced encryption standard and secure 
hash algorithm provide the capability of security, but 
they cannot render the designed algorithms valid; that 
is, computing cannot be carried out only with the 
encrypted data. Even though algorithms such as 
homomorphic encryption and secure multi-party 
computation enable computing on cipher-texts, they 
are faced with the curse of dimensionality regarding 
the size of data and thus incur significant computa-

tional complexity.
In this article, we report a secure sparse coding 

scheme with low complexity based on random uni-
tary transform, which enables sparse modeling based 
algorithms to directly compute on the encrypted data. 
Moving one step ahead, we further demonstrate its 
application to image compression and face recogni-
tion in edge and cloud networks and show the superi-
ority of the proposed framework through simulation 
results.

2.   Secure sparse coding

As illustrated in Fig. 2, an observed signal set Y can 
be represented as the linear combination of only a few 
atoms from the dictionary D. The core sparse repre-
sentation problem is defined as the quest to find the 
sparsest possible representation X. Due to the under-
determined nature of D, this linear system offers in 
general many infinitely possible solutions, and 
among these we seek the one with the fewest non-
zeros. This problem is known to be NP (nondetermin-
istic polynomial time)-hard with a reduction to NP-
complete subset selection problems in combinatorial 
optimization.

Alternatively, it is possible to find an approximate 
solution by taking the following two steps.
1)	 Dictionary training

Given a training set Ytrain, learning a reconstructive 
dictionary with K atoms for obtaining the sparsest 
representation can be accomplished by solving the 
following optimization problem,

Fig. 1.   Edge and cloud network. 
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arg min||Ytrain − DX||22, s.t., ||xi||0 ≤ ∈, i ∈ Ytrain,
� (1)

where D is the learned dictionary, X is the sparse rep-
resentation, and ∈ is the sparsity constraint factor. We 
can apply K-SVD to find an approximate solution.
2)	 Sparse representation

Given a testing sample y ∈ Y, a sparse representa-
tion x ∈ X based on the trained dictionary D can be 
calculated by

arg min||y − Dx||22, s.t., ||x||0 ≤ ∈.� (2)

The above optimization problem can be efficiently 
solved using orthogonal matching pursuit (OMP).

To address the security issue, we adopt random 
unitary transform, which not only proves to be effec-
tive for biometric template protection, but also has 
the desired low computational complexity for appli-
cation in scenarios with a large cipher-text size [5]. 
Any vector v encrypted by random unitary matrix Qp 
with private key p can be expressed as v̂ = Qp × v, 
where v̂ is the encrypted vector and Qp satisfies Q*

p × 
Qp = I, where (·)* and I respectively represent the 
Hermitian transpose and the identity matrix. Gram-
Schmidt orthogonalization can be adopted for gener-
ating Qp. This encryption technique has been proved 
to be robust in terms of brute-face attacks, diversity, 
and irreversibility.

The process to extract the feature dictionary from 
the encrypted data is depicted in Fig. 3. The user 
device first encrypts its training data locally, which 
are then transmitted to the edge server in close prox-
imity via wireless channels. Then the dictionary is 
trained directly using the encrypted data at the edge/
cloud.

We proved in a previous study [6] that the relation-
ship between the dictionary D̂ trained from the 
encrypted data X̂, and D trained from the original data 
X satisfies D̂ = Qp × D. 

The process to obtain the secure sparse representa-
tion is shown in Fig. 4. The user device first encrypts 
its testing data locally. After receiving the encrypted 
data, the edge server calculates its sparse representa-
tion using the trained dictionary.

We have proved that the sparse representation x̂ of 
the encrypted data ŷ based on the encrypted diction-
ary D̂ is identical to x of the original data y based on 
the dictionary D, that is, x̂ = x [7].

3.   Application to image compression

The traditional method for secured image transmis-
sion is based on compression-then-encryption (CtE) 
systems. In CtE systems, images are uploaded to 
social networking service (SNS) providers by users 
with the assumption that the entire process can be 

D

x

Fig. 2.   Sparse coding.

Y �    M × N D �    M × K X �    K × N

=

Fig. 3.   Dictionary training based on encrypted data.
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trusted, but the privacy of the uploaded images cannot 
actually be controlled by the users. Therefore, there 
are serious concerns about the privacy of those 
uploaded images because SNS providers simply take 
full control of this process. 

Encryption-then-compression (EtC) systems have 
been proposed to securely transmit images through 
an untrusted channel provider. EtC systems enable us 
to protect unencrypted images from the SNS provid-
ers because the encrypted images can only be recov-
ered by authorized users, while enabling recompres-
sion by the providers. This approach supports com-
pressing images on the cloud while keeping the 
image data secure. 

The effectiveness of sparse coding in image com-
pression has been reported. One study [8] showed 
that rate-distortion based sparse coding outperforms 
JPEG*1 and JPEG 2000 up to 6+ dB and 2+ dB, 
respectively. An EtC system using the proposed 
secured sparse coding for image archives and sharing 
in SNSs is illustrated in Fig. 5. We obtain the sparse 

representations by feeding the encrypted dictionary D̂ 
and the encrypted image Ŷ into the secure OMP com-
putation. The proposed algorithm can easily control 
the number of sparse representations without decrypt-
ing the encrypted images. To this end, the rate-distor-
tion tradeoff can be easily controlled without decrypt-
ing the encrypted images. 

As shown in Figs. 6 and 7, it is difficult to recognize 
the original image and the dictionary from the 
encrypted ones, and it would be computationally 
expensive to obtain the original image and dictionary 
from the encrypted ones without knowledge of the 
private key. The authorized user can recover the 
image Ẏ = Q*

pD̂X̂ based on the encrypted dictionary D̂ 
and its sparse representation x̂, as shown in Fig. 8(a). 
The image cannot be recovered by an unauthorized 
user, as shown in Fig. 8(b).

Moreover, the trained dictionary also demonstrates 

Fig. 4.   Secure sparse representation.
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Fig. 5.   EtC system using secure sparse coding.
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Regular Articles

NTT Technical Review 23Vol. 17 No. 9 Sept. 2019

a representative capability. The rate-distortion perfor-
mance (average sparsity ratio vs. decoded/decrypted 

image quality peak signal-to-noise ratio (dB)) when 
compared with overcomplete discrete cosine transform 

Fig. 6.   Image before (left) and after (right) encryption.

Fig. 7.   Dictionary before (left) and after (right) encryption.

Fig. 8.   Recovered images.

(a) Authorized user (PSNR=39.28)

PSNR: peak signal-to-noise ratio

(b) Unauthorized user (PSNR=10.40)
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(DCT) is plotted in Fig. 9. The average sparsity ratio 
is defined as the ratio of the number of sparse repre-
sentations to the number of atoms in the dictionary. It 
can be seen that the proposed secure sparse coding 
(secure OMP) can represent the image with fewer 
atoms than overcomplete DCT. Furthermore, it is 
confirmed that the proposed secure sparse coding 
yields the same results as the unencrypted version of 
sparse coding (OMP) [9]. 

4.   Application to face recognition

Face recognition has been a prominent biometric 
technique for identity authentication in a wide range 
of areas and applications, for example, public secu-
rity and virtual reality. While the integration of face 
recognition and the edge/cloud network generates an 
extra degree of freedom for performance enhance-
ment, significant concerns have been raised about 
privacy, as such biometric information could be mis-
used without permission.

Our objective is to construct a secured framework 
to reduce the computation demands at each device, 
while taking advantage of this benefit to produce a 
more accurate face recognition result. To this end, we 
preserve privacy by deploying secure sparse coding, 
which enables dictionaries/recognition results to be 
trained/drawn from the encrypted images. We further 
prove both theoretically and through simulation that 
such encryption will not affect the accuracy of face 
recognition. To fully utilize the multi-device diversi-
ty, we extract deeper features in an intermediate 
space, which is expanded according to the dictionar-

ies from each device, and perform classification in 
this new feature space to combat noise and modeling 
errors. This approach is demonstrated to achieve 
higher correctness of predictability through simula-
tion results.

In the ensemble training process, as shown in 
Fig. 10, we jointly train a discriminative dictionary 
and classifier parameter based on the encrypted data 
at each edge server. Then we extract the decision 
templates for each class of individuals to be recog-
nized at the remote cloud in order to efficiently com-
bat noise and modeling errors.

In the recognition process, as shown in Fig. 11, we 
devise a pairwise similarity measurement, based on 
which we compare the current decision profile for a 
testing sample with each of the formulated decision 
templates. The closest match will produce the classi-
fication result.

We investigate the performance of the proposed 
framework by simulation. The performance improve-
ment achieved by exploiting the multi-device diver-
sity through ensemble learning is shown in Fig. 12. 
The performance improvement is significant when 
the number of devices is large due to the extra degree 
of freedom. In addition, we verified that by adopting 
random unitary transform, the result of face recogni-
tion is not affected, which proves that the proposed 
framework operates on a secured plane without any 
performance degradation.

We also show in Fig. 12 a performance comparison 
with a deep learning based algorithm, in which a 
5-layer convolutional neural network was adopted 
and principal component analysis (PCA) was 
deployed to learn filter kernels in order to extract 
more discriminative features. Even though the deep 
learning based algorithm outperforms the proposed 
framework by 0.7% in terms of recognition accuracy, 
it requires 67% more dictionary training samples for 
each class. Significantly, when there are 30 dictionary 
training samples for each class, which is the most 
common setting when evaluating the performance on 
the dataset we used, the proposed framework domi-
nates by over 4%. When there are only 10 training 
samples per class, which is reasonable in real-world 
settings due to the scarcity of fine-grained and manu-
ally labeled data, the proposed framework dominates 
by over 12%.

The performance comparison in terms of computa-
tional complexity is indicated in Table 1. Even 
though the deep learning based algorithm adopts: 1) 
PCA instead of a stochastic gradient descent to learn 
filter kernels and 2) a hashing method to simplify the 

Fig. 9.   Rate-distortion performance.
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nonlinear processing layer in order to reduce the 
computational complexity, it still requires a very long 

training time under such a small database. The pro-
posed algorithm is extremely fast in terms of testing 

Fig. 10.   Ensemble training.
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time, which makes it possible to support real-time 
face recognition applications.

5.   Conclusion and future work

We have conducted basic research in the interdisci-
pline of sparse coding and networking from a secu-
rity perspective. Specifically, we propose a secure 
sparse coding scheme with low complexity and dem-
onstrate its application to image compression and 
face recognition for both preserving privacy and 
enhancing performance. We plan to further investi-
gate the integration of sparse coding and networking 
in areas such as online traffic prediction and anomaly 
detection in order to extend our scientific contribu-
tion. Moreover, we are looking for opportunities for 
practical implementation to support secured real-time 
multimedia processing related applications, for 
example, secured face recognition in surveillance 
cameras, in order to demonstrate its commercial 
value as well as practical significance.
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Table 1.   Comparison of running time.

Training time (s) Testing time (s)

Proposed 7.29 1.64 × 10−3

Deep learning 5780 1.20

Traditional 4.84 1 × 10−4


