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1.   Toward development of a chat 
dialogue system

Conversations between humans and machines have 
been increasing with the growing use of agents in 
smartphones and artificial intelligence (AI) speakers 
(smart speakers). Most dialogue systems in commer-
cial use are mainly used for executing tasks by giving 
verbal instructions such as “Call Mr. A” or “Tell me 
today’s weather,” but there are high expectations for 
dialogue systems that can chat with humans as a con-
versational partner. Chatting is said to have many 
beneficial effects such as helping to organize one’s 
memory and to improve communication skills. 
Research has been underway at NTT Communication 
Science Laboratories on chat dialogue systems from 
the early stages of dialogue system development.

Unlike with task-oriented dialogue systems, the 
development of chat dialogue systems is especially 
challenging because the system must respond to a 
wide range of topics in user utterances, and the dia-
logue scenario cannot be designed in advance. With 
specific tasks such as a restaurant reservation, it is 
possible to determine in advance the information nec-

essary to make the reservation, such as the date and 
time or the reserving person’s name and telephone 
number. In casual conversation, on the other hand, it 
is impossible to predict the information contained in 
a user’s utterance. Therefore, it is difficult to make the 
system respond properly to a variety of user utter-
ances. 

Our research group has been working on techniques 
to develop chat dialogue systems that can respond to 
utterances in a wide range of topics. One typical tech-
nique is to prepare a large number of utterance pairs, 
such as questions and responses, and use them as 
training data for machine learning methods. Another 
technique is to select utterances similar to the user 
utterance by calculating the similarity between utter-
ances using a dataset of utterance pairs. With the 
results of previous research, it has become possible to 
respond to an utterance close to a user’s utterance 
intention in a one question/one answer format. 

However, to make a conversational partner that is 
more human-like, the system needs to be able to 
appropriately respond to user utterances according to 
the context. We introduce here our latest attempts to 
meet these challenges.
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2.   Problems with dialogue systems using 
single-question/single-answer utterance pairs

In a conventional dialogue system based on utter-
ance pairs, that is, one question and one answer, the 
approach used is to select a similar response to a user 
utterance from a large number of prepared utterance 
pairs [1]. As a result, the system often responds to an 
aberrational utterance or an utterance that does not 
match the user’s previous dialogues, and this makes 
the user feel as if the system does not understand 
them, even with just a brief dialogue. For example, 
conversations like that shown in Fig. 1 are often seen 
in communication between humans and dialogue 
systems. In this dialogue, although the user said, “I 
ate sushi this summer vacation.” in the first utterance, 
the system asks, “When did you go?” in the fourth 
utterance. This makes the user think, “I just said ‘this 
summer vacation,’ but the system didn’t under-
stand ...” Furthermore, the utterance “Staying at a 
summer resort on summer vacation is good.” sud-
denly drifts away from the topic of sushi, and it con-
fuses the user, who thinks, “I don’t know why the 
system said that.” 

Such utterances indicating that the response (a) 
does not match the dialogue context and (b) does not 
explain why the system said that may cause users to 
feel that the system does not understand what they 
said or that they do not know what the system is try-
ing to say and may thus lead them to give up convers-
ing with the system. Consequently, the dialogue sys-
tem would be viewed not only as an unskilled conver-
sational system but also a system that does not work 

as a communication partner with people.

3.   Development of a conversational partner

For a dialogue system to at least be recognized as a 
conversational partner, the problems described in the 
previous section need to be resolved. The psycholo-
gist H. P. Grice also stated a condition for establishing 
a dialogue, which was to avoid utterances that (a) 
referred to irrelevant matters (postulate of relevance) 
or (b) involved unsubstantiated and inappropriate 
claims (postulate of quality), since these types of 
utterances lead to the breakdown of dialogue [2]. 
Therefore, to produce a system that could give sub-
stantiated utterances according to the dialogue con-
text while avoiding the above problems, we investi-
gated ways of understanding the dialogue context as 
well as two utterance-generation methods, that is, 
utterance generation according to the dialogue con-
text and utterance generation based on evidence. The 
details are described in the following sections. 

4.   Understanding the dialogue context

How should a dialogue system understand and 
maintain context information? We focused on the fact 
that the user’s experience can often be described 
using 5W1H (Who, What, When, Where, Why, and 
How) + impressions, and we considered how under-
standing could be achieved and how to use the infor-
mation of 5W1H + impressions as context. The 
5W1H framework is very simple, and the simple 
strategy of asking 5W1H questions is often used in 

Fig. 1.   Conversation example between user and conventional dialogue system using utterance pairs.
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human-human conversations and counseling dia-
logues. These strategies are often seen in daily life, 
for example, when we talk about travel or about eat-
ing delicious food, the questions “Where did you 
go?”, “When did you go?”, and “How was it?” are 
naturally asked in human-human conversations. 

How can we develop a system that understands 
5W1H + impression information through conversa-
tion? Information on time and place, taken from 
5W1H information, has been the extraction target in 
the field of named entity recognition. For example, 
for the given sentence “I went to Tokyo yesterday,” 
yesterday is extracted as the entity of time, and Tokyo 
as the entity of location. The extraction targets of the 
named entity recognition are proper nouns and spe-
cific expressions of date and time. However, is the 
information extracted as named entities enough for a 
system to understand human casual conversation? We 
examined the phrases that people understand as time 
or location in actual human conversations and found 
that phrases other than proper nouns accounted for 
the majority of location phrases. Specifically, about 
70% of location phrases are not named entities.

Therefore, we developed a phrase extractor to 
extract phrases corresponding to 5W1H + impres-
sions contained in the user’s utterance. We developed 
the extractor by using the sequence-labeling methods 
that are effective for named entity recognition. The 
most representative model is CRF (conditional ran-
dom field) [3], but methods using deep neural net-
works have also been proposed recently. First, we 
manually annotated the words or phrases that people 
understand as items of 5W1H + impressions to actual 
conversation between humans. Then we developed 
the extractor by having it train a model with the anno-
tated conversation dataset [4].

As a result, new types of phrases can be extracted 
as the target; “the park near Kyoto Station” is extract-
ed as a location, even if it is not a formal proper name, 
and “I ate sushi” is extracted as a What item. In com-
paring the results extracted by the conventional 
named entity extractor and those by our proposed 
phrase extractor (Table 1), we found that phrases 

including both proper nouns and common nouns 
could be extracted by our extractor. With this tech-
nique, we can develop a system that can understand 
the context by filling in the 5W1H + impression 
frames through conversation. 

5.   Utterance generation aligned with 
dialogue context

With the results of the contextual understanding 
described in the previous section, it is easier to gener-
ate questions and utterances corresponding to the 
dialogue context. For example, if the system takes a 
conversational strategy of asking 5W1H + impres-
sions, this technique prevents the system from asking 
a question whose answer has already been mentioned 
by a user (Fig. 2). Moreover, this technique helps the 
system to generate utterances that are appropriately 
relevant to the dialogue context. For example, if the 
utterances “I went on a trip during summer vacation” 
and “I went sightseeing in Tokyo” exist in the dia-
logue context, our technique helps associate the 
information of the two utterances and prompts a 
response such as “Tokyo is hot in summer, isn’t it?” 
This utterance can be considered more appropriate 
than the utterance “There is Tokyo Tower in Tokyo,” 
which is generated by the conventional dialogue sys-
tem.

6.   Utterance generation based on evidence

Simply appropriating context does not necessarily 
result in generation of utterances that show a clear 
correspondence, or evidence, to why the system pro-
duces a particular utterance. Therefore, we proposed 
a system that provides additional information on the 
reason the system says the utterance. Here, we intro-
duce an approach using two examples. In the first 
example, the reason the system asks the question 
when it does is mentioned. When the system asks, 
“Can I enjoy it there when I go in summer?”, it pro-
vides a reason as supporting information such as “I 
plan to go there during summer vacation, so I want to 

Table 1.   Comparison between location phrases extracted by conventional method and by proposed method.

User utterance (Red: location phrase) Named entity extractor Our phrase extractor 

I went to Italy this summer vacation. Italy Italy 

I went to the park near Kyoto Station and saw cherry blossoms. Kyoto Station the park near Kyoto Station

I often go to electronics stores.  – electronics stores
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know this.” This additional statement tells the user 
why the system asked the question [5]. In the second 
example, the system mentions the reason the system 
thinks so as the evidence of empathic feelings or 
impressions when the system expresses such feel-
ings. When the system says, “It was cool,” it adds the 
reason for the impression such as “It was cool 
because the view was beautiful.” We took a simple 
approach using the structured experience dataset [6], 
as shown in Fig. 3 and an utterance template as “I also 
did [what] and had [impression] because [impression 
reason].” The utterance “I also went to the top of 
Tokyo Tower. It was cool because the view was beau-
tiful.” is generated by filling each item in the utter-
ance template from an experience dataset. This utter-
ance makes users feel more empathic than the simple 
utterance, “It was cool.” since the system expresses 
the empathic feelings based on the system’s experi-

ence and knowledge. 
Combining the contextual understanding and con-

text-aligned utterances described previously enables 
us to add further evidence to context-aligned utter-
ances. This enables the system to produce a dialogue 
that makes the user think, “This system understands 
me” (Fig. 4).

7.   Future work

Through the efforts made in this study, we have 
developed a dialogue system that is able to under-
stand the context and generate appropriate questions 
and grounded utterances. This is a major step toward 
changing an interactive dialogue system that in the 
past has had users thinking “This system and I do not 
understand each other” into one that enables them to 
interact with understanding. If users had a system that 

Fig. 2.   Question generation based on results of context understanding.

Results of context
understandingDialogue example

I ate sushi this
summer vacation.

Where did you eat it?

In Tokyo

Yes, it was so good.

When this summer vacation

this summer vacation

Where

ate sushi

ate sushi

What

Who

Impression

When

Where

What

Who

Impression

TokyoGood. 
Was it delicious?

User

Fig. 3.   Utterance generation based on knowledge and experience of the system.
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understood what they were saying, they would talk 
with it in the manner of a conversation between 
humans. This would also promote the use of dialogue 
systems in various applications such as communica-
tion training and consultation.

However, to achieve this, it is necessary to effec-
tively design the flow of the dialogue and to manually 
create data that can be used as the knowledge of the 
system. Moreover, it is not the case that anyone can 
easily create a similar system. In the future, we will 
work on a method to automatically generate data 
through the web or actual conversations between the 
system and humans, rather than using manually gen-
erated data.
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Fig. 4.   Dialogue example between user and proposed system.
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