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1.   What is a 4D digital platform?

The four-dimensional (4D) digital platform collects 
various sensing data concerning people, things, and 
environments in real time, and matches and integrates 
4D information such as latitude, longitude, altitude, 
and time with high accuracy. In other words, it is a 
platform that enables data fusion with various indus-
trial platforms as well as future prediction (Fig. 1). 
By combining the 4D digital platform and various 
data collected from Internet of Things, the platform 
makes it possible to determine the exact position of 
various mobile objects in geographic space, and vari-
ous future predictions based on that data will become 
possible. We thus believe that it can be used in various 
applications such as smoothing road traffic, optimiz-
ing the use of urban assets, and maintaining social 
infrastructures.

Regarding the elemental technologies that make up 
the 4D digital platform, namely, spatial-information 

processing technologies necessary for constructing 
an advanced geospatial-information database with 
high accuracy and abundant semantic information, 
we are promoting the research and development of (i) 
real-world digitalization technologies for detecting 
features from images and sparse and low-density 3D 
point clouds and (ii) 4D-point-cloud coding technol-
ogy for efficiently storing and using 3D data includ-
ing time changes. We introduce both technologies 
and discuss the status of our efforts concerning them.

2.   Real-world digitalization technologies

To construct an advanced geospatial-information 
database, it is necessary to maintain highly accurate 
3D spatial information centered on roads; however, 
satisfying this requires enormous cost and effort. 
Specifically, a costly dedicated vehicle equipped with 
a sensing device called laser-imaging detection and 
ranging (LiDAR) and a manual process for generating 
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maps are required. 
To efficiently collect high-precision 3D spatial 

information, we are researching and developing real-
world digitalization technologies that automatically 
and highly accurately detect various natural and arti-
ficial objects near roads from a combination of sparse 
and low-density 3D point clouds (measured with low-
cost LiDAR) and images taken with a camera (Fig. 2). 

Our real-world digitalization technologies include: 
(i) 3D-data high-resolution enhancement technology 
for generating high-resolution 3D data from sparse 
3D point clouds based on images and videos; (ii) 
3D-scene understanding and state-estimation tech-
nology for recognizing entire scenes (including com-
plex shapes) and understanding states; and (iii) 
3D-moving-object detection technology for using the 
sensing data obtained from moving-body sensors (in 
addition to 3D point clouds and images) to determine 
the position and orientation of vehicles and people. 
We also discuss our latest research achievements con-
cerning our 3D-data high-resolution enhancement 
and 3D-scene understanding and state-estimation 
technologies. 

2.1    3D-data high-resolution enhancement tech-
nology

The 3D-data high-resolution enhancement technol-
ogy increases the resolution of 3D data, namely, a 3D 
point cloud with texture, from a combination of 
sparse and low-density 3D point clouds (measured by 
low-cost LiDAR) and images taken with a camera. 
Three-dimensional measurement with low-cost 
LiDAR provides sparse measurement results, and 
although 3D measurement is possible regardless of 
distance, the measurement results include noise. On 
the contrary, images taken with a camera contain 
dense data; however, stereoscopic 3D measurement 
using multiple images is not highly accurate for dis-
tant objects. We believe it is possible to generate 3D 
data with the same measurement accuracy as LiDAR 
and the same density as images taken with a camera 
while removing noise by processing the information 
from both LiDAR and camera data in an integrated 
manner. 

We are working in stepwise on the research and 
development of the 3D-data high-resolution enhance-
ment technology. Under the assumption that data are 
measured while a vehicle with in-vehicle sensors is 

Fig. 1.   Conceptual diagram of 4D digital platform.
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moving, the amount of information that we will inte-
grate increases as follows for improving accuracy: (i) 
one image and one frame of LiDAR measurement 
data, (ii) multiple images and one frame of LiDAR 
measurement data, and (iii) multiple images and mul-
tiple frames of LiDAR measurement data that are 
continuous in a time series. Note that “one frame” of 
LiDAR measurement means data for one measure-
ment over 360 degrees. Although it depends on the 
LiDAR equipment, LiDAR measures 360 degrees of 
the surroundings while rotating about 10 times per 
second.

We now introduce the 3D-data high-resolution 
enhancement technology, which derives high-density 
3D data in real time without supervision from a single 
image and a sparse 3D point cloud measured by 
LiDAR. 

First, a 3D point cloud measured by LiDAR is pro-
jected onto an image to generate an image that holds 
depth information called a depth map. The depth map 
created in this manner is referred to as a sparse depth 
map with many pixels that do not have depth values 
(Fig. 3). 

This sparse depth map is processed using the input 
image as a clue to generate a dense depth map in 
which all pixels have a depth value. Such a method 
can be called depth completion. Even though depth 
completion had been developed, the conventional 
method generates a dense depth map for pixels that 

do not have depth by smoothly connecting the 
observed depth values [1]. This conventional depth 
completion is effective for complementing continu-
ous observations between sparse observations; how-
ever, it smoothly interpolates the depth between dif-
ferent objects (Fig. 3). 

To solve this problem, we previously proposed a 
method for smoothly connecting the observed depth 
values while adding a constraint that the change in 
depth becomes discontinuous when it straddles an 
object [2]. Compared with the conventional depth 
completion, our method not only improves accuracy 
but also obtains natural results when the depth map is 
visualized as 3D data (Fig. 3). In the future, we will 
further improve accuracy by increasing the amount of 
information to be integrated in the manner described 
above.

2.2    3D-scene understanding and state-estimation 
technology

The 3D-scene understanding and state-estimation 
technology is used for analyzing an entire scene 
(including complex shapes) and understanding its 
state. The aim with this technology is to automati-
cally identify object areas such as buildings and roads 
from 3D data obtained from LiDAR and cameras and 
estimating states such as position and orientation. 

The construction of an advanced geospatial infor-
mation database faces two technical challenges: (i) 

Fig. 2.   Real-world digitalization technologies.
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being able to identify various natural and artificial 
objects near roads and (ii) keeping high classification 
accuracy while using data splitting and sampling to 
efficiently process large-scale (large-area and high-
density) 3D data. To address the first challenge, we 
have been researching deep-learning-based point-
cloud classification methods for making it easier to 
identify various objects. To address the second chal-
lenge, the problem that the identification accuracy 
decreases due to data splitting and sampling in deep-
learning based methods needs to be solved. 

We are working on solving this tradeoff between 
efficiency and classification accuracy. We experimen-
tally identified that random sampling, often used to 
improve processing efficiency, deteriorates classifi-
cation accuracy. Therefore, we are developing a deep-
learning-based object classification model with sam-
pling method that takes into account local shape 
around each 3D point of point clouds. 

Specifically, high classification accuracy is achieved 
by executing the deep-learning-based classification 
process with a sampling method that preferentially 
leaves the points that have high distinguishability 
with respect to other points and do not change due to 
rotation or translation of the object instead of random 

sampling [3]. This research is just beginning; accord-
ingly, we would like to improve the performance of 
object identification through technical improvement 
and application in real environments. 

3.   4D-point-cloud coding technology

In the real world, each person has a different pur-
pose, and we use objects that have substance and take 
actions that suit our purposes. In this world, things 
change with the passage of time. There are various 
scales for purposes, objects, and units concerning the 
people involved, and the scales differ according to the 
action. We expect that the ability to acquire and reuse 
the states of things in the real world, which have dif-
ferent spatial and temporal scales, can provide a 
diversity of value to people. Aiming to use point 
clouds for various purposes, we are researching and 
developing 4D-point-cloud coding technology.

The method called LASzip has been applied for 
compressing a 3D point cloud. And the ISO/IEC*1 
international standardization is currently promoting 

Fig. 3.   3D-data high-resolution enhancement technology using one image and one frame of LiDAR measurement.
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international standardization of a point-cloud coding 
method under the name MPEG*2 geometry-based 
point cloud compression (G-PCC). Neither method 
has a mechanism for preserving temporal changes, so 
they are insufficient for our purpose. We are research-
ing and developing a representation and compres-
sion-coding method for point-cloud data that is based 
on our knowledge of video coding that expresses 
changes over time as differences in the latest point-
cloud data. 

The 4D-point-cloud coding technology is illustrat-
ed in Fig. 4. Since some of the spatial information can 
be obtained when acquiring point-cloud data, the 
entire space to be expressed is divided into a grid. 
When the grid is made, it has a structure of multiple 
sizes (spatial layers) in the form of recursive inclu-
sion, just like a matryoshka doll. The grid of each 
minimum unit can possess point-cloud data, and the 
grid of the point-cloud data is expressed by a grid of 
the intermediate hierarchy. As a result, point-cloud 
data in the entire space can be compactly represented 
by a hierarchical grid. Also, if it is desirable to replace 

some data with the latest point cloud data, point-
cloud data partially included in the grid is replaced. 
While the point-cloud data are updated and the entire 
space is re-encoded, some of the past data are com-
pressed and encoded as a difference in point-cloud 
data. As a result, the latest data can be decoded and 
expressed at any time, and the functionality that par-
tially traces back to the past can be achieved. The 
functionality of compression coding as a difference in 
point-cloud data can be applied to quickly detect an 
object that was not there in the past. It is assumed that 
MPEG G-PCC will be used for compression encod-
ing of point-cloud coordinate data. 

We believe that the following use cases can be 
applied by compressing, encoding, and storing a 
point cloud by using this method. By acquiring point 
clouds from vehicles traveling on the same roads in a 
city every day, it becomes possible to obtain information 

Fig. 4.   Overview of 4D-point-cloud coding technology.
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*2 MPEG: The Moving Picture Experts Group (MPEG) is a work-
ing group of ISO/IEC that develops standards for coded represen-
tation of digital audio and video and related data.
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in real time about things that do not usually exist. 
Moreover, when a change is found, it becomes pos-
sible to reproduce the state before the change 
occurred retroactively in the past and simulate a secu-
lar change. 

To apply these use cases, 4D-point-cloud coding 
technology, which can be used to store the point 
cloud (including temporal changes), will be indis-
pensable. We will continue to promote research and 
development of 4D-point-cloud coding to make the 
real world more convenient.

4.   Future developments

For constructing an advanced geospatial informa-
tion database with high accuracy and abundant 
semantic information, the following technologies are 
being developed: (i) real-world digitalization for 
detecting features with high accuracy from images 
and sparse and low-density 3D point clouds and (ii) 

4D-point-cloud coding that efficiently stores and uses 
3D data (including temporal changes). 

We will continue to study the means of establishing 
each of these technologies and evaluate their perfor-
mances with actual data through demonstration 
experiments, and in doing so, we will contribute to 
establishing a 4D digital platform.
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