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1.   Development of speech 
recognition technologies

“Hey, Siri,” “Ok, Google.” These are the first words 
you speak to your voice assistant, and no doubt most 
people have used them. Speech recognition technolo-
gies have spread rapidly with the advent of voice 
assistants that control devices and provide informa-
tion to people when speaking into a smartphone or 
artificial intelligence (AI) speaker. Various speech 
recognition technologies that enable such dialogue 
between people and computers have been put into 
practical use such as in automatic voice response 
devices (interactive voice response: IVR) in the 
1980s and car navigation in the 1990s. However, with 
the recent introduction of deep-learning technologies, 
speech recognition accuracy has improved signifi-
cantly, and the use of voice assistants and speech 
translation combined with machine translation due to 
increasing demand for it in the globalized world, has 
begun.

Nevertheless, speech is an important means of com-

munication between people. Although the above-
mentioned voice assistants work with relatively short 
utterances, commercialization of speech recognition 
for long utterances (long sentences, conversations) 
has also been studied. Since 2000, speech recognition 
technologies have been used in situations in which 
manuscripts were at hand and targeted speech was 
comparatively clear, such as captioning for news pro-
grams and support for council-minutes creation. 
However, the application of speech recognition tech-
nology for speech occurring in natural communica-
tions between people, such as analysis of operator-
customer conversations at contact centers and real-
time conversational support, has recently been 
advancing. Thus, speech recognition technologies 
have been developed with improved recognition 
accuracy and a wider variety of targeted speech 
(Fig. 1).
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2.   Role of speech recognition technologies in 
supporting digital transformation in business

We believe that by further expanding the range of 
speech targeted with speech recognition technolo-
gies, such technologies will be able to play a role in 
driving the transformation of corporate activities. 
Using information technology (IT), including AI 
technologies, to transform business processes is 
known as digital transformation (DX). The signifi-
cance of DX is gaining attention regardless of indus-
try or business type. However, advancing DX requires 
effort such as streamlining and automating business 
processes using IT and creating new value through 
seamless collaboration between business and IT. 
Speech recognition technologies have demonstrated 
their effectiveness in streamlining and automating 
business processes.

We use a large amount of speech when communi-
cating with others. Although communications tools 
using text, such as social networking services, email, 
and chat, have advanced, real-time voice communica-
tions face-to-face or via telephone are probably more 
often chosen to confirm or convey complex content or 
for decision making that requires the consensus of 

many people.
Compared to text communications, voice commu-

nications are advantageous because they are in real 
time and convey unspoken information expressed 
through the nuances of voice. However, if recordings 
or notes are not made, information communicated by 
voice is volatile, i.e., as soon as it has been uttered it 
disappears. Although an enormous amount of voice 
communications occurs on a daily basis in corporate 
activities, currently only a limited amount of voice 
communications is targeted for data analysis such as 
calls between operators and customers at contact cen-
ters. The data in most voice communications are not 
used.

However, a large amount of voice communications 
that occurs face-to-face or via telephone between 
sales representative and customers contain informa-
tion that could be useful from a variety of perspec-
tives such as marketing or compliance management. 
Information from meetings and communications 
among employees (e.g., short consultations), is also 
useful for improving business activities. Examples of 
such information are seeds of new business ideas, 
business improvement tips, or employees’ mental 
health conditions. Preserving such information by 

Fig. 1.   NTT speech recognition technology initiatives.
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turning it into text using speech recognition technolo-
gies to create knowledge resources for various pro-
cesses, thus leading to business improvements, has 
the potential to contribute to the rationalization and 
automation of business processes. In the next section, 
we introduce example applications of speech recog-
nition technologies to streamline business processes.

3.   Use cases of speech recognition technologies

Compared to current speech recognition technolo-
gy, research and development (R&D) in speech rec-
ognition technologies is now addressing broken utter-
ances, which adds another layer of technical diffi-
culty, enabling progress in business DX in an increas-
ing number of situations. We introduce example use 
cases that are becoming more widespread due to 
improvements in speech recognition accuracy regard-
ing broken utterances.

3.1   Conference speech recognition
Even though minutes are often taken in business 

meetings, many people who take minutes often feel 
that rather than quick notes, it requires much more 
work than predicted to actually record meetings. 
Attempting to faithfully take notes in a meeting 
means the minutes taker will not be able to properly 
participate in the meeting or its discussions or will 
worry whether the minutes will be accurately record-
ed sometime after the meeting. Also, recording all of 
a meeting and creating minutes while listening later 
takes more time than the meeting itself, so it might be 
a good to have an additional minutes taker participate 
in the meeting. Many people wish for such a device 
that can automatically and quickly create minutes.

Current speech recognition is not sufficiently accu-
rate and is limited to searching speech tied to time 
information in the hope that important words can be 
recognized. However, in addition to supporting sim-
ple minutes creation, it is hoped that by enabling 
speech recognition for broken utterances, AI will 
become proficient in roles usually played by humans 
(facilitators), such as automatic creation of minutes in 
conjunction with summarization technology, linkage 
with issue-tracking systems by automatic extraction 
of action items, and facilitation of meetings.

3.2   Remote work support
Where remote operations and responses are expect-

ed to grow such as in healthcare and education, incon-
veniences that occur due to interactions not being 
face-to-face will have to be eliminated. In healthcare, 

for example, although it is technically possible to 
operate remote devices with buttons and levers as 
well as recording conversations, unobtrusive AI sup-
port technologies will be required so that the doctor, 
who only obtains a lower-than-normal amount of 
information about the patient through a screen, can 
focus on treatment. Such technologies could be used 
to pass a thermometer in response to “let’s take your 
temperature” or automatically control the lighting 
inside the patient’s mouth in response to “please open 
your mouth.” Linking with dialect-conversion tech-
nology also holds promise for smooth communica-
tions in remote healthcare in rural areas where strong 
dialects are spoken.

In one-to-many classes, which are fundamental in 
education, student levels of understanding are under-
stood through calling on all students for their 
responses. In online classes, however, it is clear that 
cross-talk occurring in such situations makes it diffi-
cult to establish voice communications. Unobtrusive 
AI that will prevent device operations from interfer-
ing with students’ concentration, such as compre-
hending students’ speech with real-time speech-to-
text recognition and executing raised hand commands 
for student responses of “yes,” will likely become as 
indispensable.

3.3   Contact centers
In contact centers, speech recognition technologies 

are being used for operator speech. If speech recogni-
tion results of customer speech can also be obtained 
with sufficient accuracy, speech recognition technol-
ogies could contribute to making business support 
more efficient, reducing operator tasks, increasing the 
number of calls that can be handled, and improving 
customer satisfaction to meet future increasing 
demand on contact centers as various services go 
online.

4.   Use of non-linguistic information

As well as lingual information (text), non-linguistic 
information (gender, age, etc.) and para-linguistic 
information (emotions, intent, attitude) are contained 
in information conveyed through voice communica-
tions. Hence, there is demand to use such information 
to advance speech services in actual business.

We developed RexSenseTM, a software engine that 
can extract non-linguistic and para-linguistic infor-
mation in speech, by studying technologies for recog-
nizing and using non-linguistic and para-linguistic 
information as well as taking initiatives to recognize 



Feature Articles

56NTT Technical Review Vol. 18 No. 12 Dec. 2020

text information from speech with high accuracy. 
This software engine enables recognition and estima-
tion of (1) speaker attributes (adult male, adult 
female, child), (2) emotions (joy, anger, sadness, 
calmness), (3) questions and non-questions, and (4) 
urgency, with high accuracy from voice data. We also 
developed the RexSense system to enable web appli-
cation programming interface (Web API) services 
integrating this software engine with speech recogni-
tion for uses such as contact center advancement. 
RexSense also makes it possible to provide advanced 
services with robots by giving appropriate responses 
and recommendations according to human emotions 
or to provide advanced digital signage that presents 
more appropriate content (guidance, advertisements, 
etc.) based on non-linguistic information such as 
speaker attributes determined from voice. We expect 
the implementation of advanced voice of customer 
(VoC) analysis in contact centers, more sophisticated 
automated response services in IVR, and provision of 
more advanced audio conferencing solutions using 
non-linguistic and para-linguistic information 
(Fig. 2).

We also developed a customer-satisfaction-estima-
tion technology for analyzing customer-voice charac-
teristics and various conversation characteristics from 
the voices of operators in contact centers and custom-

ers to extract customer satisfaction (satisfaction and 
dissatisfaction) and introduced it to the contact center 
AI solution ForeSight Voice MiningTM; commencing 
services in April 2019. We are developing a response-
likability estimation technology for evaluating the 
likability of operator responses and considering put-
ting it into service. These technologies hold promise 
for applications, such as call analysis (searching for 
good operator-response examples, analysis of cus-
tomer satisfaction, etc.), operator support, operator 
and contact center evaluation, and operator educa-
tion.

5.   Future outlook

By expanding application areas from business sce-
narios and targeting all types of voice communica-
tions, the speech recognition technologies introduced 
in this article are crucial for achieving human Digital 
Twin Computing (DTC) [1], one element of the Inno-
vative Optical and Wireless Network (IOWN) pro-
moted by the NTT Group. In the cyber-physical 
interaction layer in the DTC architecture (Fig. 3), it 
will be necessary to collect the data required to gener-
ate digital twins by sensing real-space things (objects) 
and humans, and speech recognition technologies 
will play an important role in sensing human 

Fig. 2.   RexSenseTM application examples.
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thoughts.
Societies will become more convenient, richer, and 

safer as human DTC and DX of corporate activities 
progress. We will contribute to the creation of such a 
society through R&D of speech recognition technolo-
gies for human-to-human communications. 
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Fig. 3.   Digital Twin Computing architecture.
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