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1.   Introduction

Information devices are used to display information 
to users in all types of situations and have become 
indispensable in daily life. Most of these devices are 
either displays installed in public spaces or portable 
mobile devices such as smartphones. Many compa-
nies are also researching a new type of wearable 
information device that users will wear like glasses, 
referred to as smart glasses or augmented reality 
glasses. In contrast to previous devices, these glasses-
type devices have characteristics that display infor-
mation layered directly over the user’s field of view.

Displaying information directly over the user’s 
field of view enables this type of device to layer all 
types of information over the real world, presenting 
different information to each user. Information in 
public spaces, such as train stations and parks, has 
conventionally been presented through information 
displays that exist physically, such as signage 
installed in various locations in a train station to give 
directions, displaying the same information to every-
one. However, with the ability of glasses-type devices 
to display different information to each user, all types 
of information that previously had a fixed existence 
in the real world can change dynamically to a form 
suitable for each user. The information each user 

needs can be displayed to him/her, and the amount of 
information displayed can also be adjusted for the 
comfort of each user. 

We are now connected to information more than 
ever before, so with information layered over the real 
world through glasses-type devices, it will be increas-
ingly important to have an input method for such 
information, similar to how we input on a smartphone 
screen. This article introduces a technology for rec-
ognizing fine-grained hand postures, which is cur-
rently being investigated and will be necessary for 
developing natural user interfaces. 

2.   Related work

One input method that is promising for glasses-type 
devices involves gestures, i.e., using the state or 
motion of the hands. To make gesture input possible, 
the hand gesture has to first be recognized using a 
camera [1]. However, there are issues with using 
cameras: limited range where recognition is possible 
due to camera position and field-of-view and recogni-
tion difficulty if anything obstructs the camera’s view 
(i.e., occlusion problem).

How hand gestures will be recognized is important, 
but the design of gestures used to perform input is 
also important. One can imagine using large arm 
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movements up, down, left, and right, and having the 
arms raised for long periods of time as types of hand 
gestures, but there are several problems with such 
gestures. Large movements or holding the arms up 
continuously will increase fatigue and place an 
increasing burden on the user over time. Large arm or 
body movements also have disadvantages in terms of 
social acceptance, such as being distracting to people 
nearby, being difficult when people or other obstacles 
are in close proximity, and allowing people nearby to 
see the gestures, thus allowing them to determine 
what the user is doing. As one solution for these prob-
lems, NTT Service Evolution Laboratories is focus-
ing on input methods that use smaller hand gestures 
to reduce the burden on users and is researching a 
fine-grained hand-posture recognition technology 
that uses sensors attached to the back of the hand. 
Next, we introduce this technology, which is called 
AudioTouch [2], based on active acoustic sensing.

3.   Technology overview

AudioTouch uses ultrasound waves through prin-
ciples such as ultrasonography. It detects changes in 
the structure (e.g., bones, muscle, and sinew) in the 
back of the hand and uses them to estimate hand pos-
tures. Objects generally have their own resonance 
properties, which depend on features such as shape, 
material, and boundary conditions. A previous study 
[3] focused on how the resonance properties of an 
object change due to changes in its boundary condi-
tions when the user touches it. They proposed a 
method for making touch interfaces from objects 
with sensors attached that recognize when the user 
touches the object. In contrast, AudioTouch focuses 
on changes in resonance properties due to changes in 
the shape of the hand itself due to movement of fin-
gers and hands, including the internal structure of the 
hand. When the user changes his/her hand and finger 
postures, the resonance properties of the hand change 
due to the movements of parts of the hand, such as 
skin, bones, and muscles. By measuring the differ-
ences in these properties, the hand and finger postures 
can be recognized. Changes in resonance properties 
can be measured by sending oscillations (ultrasound 
waves) through the object and measuring the fre-
quency response. AudioTouch observes the frequen-
cy response of the back of the hand on the basis of this 
concept to recognize changes in hand and finger 
postures. Specifically, it uses two piezoelectric sen-
sors attached to the back of the hand (Fig. 1). The first 
emits ultrasonic waves both on the surface and inside 

the hand, and the other measures the ultrasonic waves 
propagated over the surface and in the interior of the 
hand. The captured sound waves are analyzed to 
obtain the frequency response, and this is used to 
generate features, which in turn are used with 
machine learning to recognize hand and finger pos-
tures. 

We conducted experiments to evaluate whether 
AudioTouch could recognize three gesture sets 
(Fig. 2). The three gesture sets were: one in which the 
thumb touches each of the finger joints, one in which 
the thumb is moved left, right, up, and down, and one 
in which a finger on one hand is used to touch the 
palm of the other. We also explored whether levels of 
pressure applied when pressing the thumb and other 
fingers together could be differentiated into two lev-
els (i.e., strong and weak). Example applications for 
these gestures include using the palm as a touch-
sensitive number keypad or for selecting menu items.

4.   Conclusion

In this article, technologies for performing input 
with glasses-type devices were discussed and current 
initiatives in developing technology for recognizing 
fine-grained hand posture, as an element for such 
technologies, were presented. There are still technical 
and social issues to be resolved, and NTT Service 
Evolution Laboratories will continue to advance this 
research. 

This work is partially supported by Japan Science 
Technology Agency (JST) Advanced Information and 
Communication Technology for Innovation (ACT-I) 
Project (JPMJPR16UA). 

Fig. 1.   AudioTouch components.
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Fig. 2.   Examples of gesture sets and gesture waveforms.

* Waveforms are examples of waveform-data averages for a given user and label.
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