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Realize the Innovative Optical and Wireless 
Network (IOWN) concept and translate the real 
world into the digital virtualized world through 
introducing photonics-electronics convergence 

technology to contribute building a 
sustainable society

—You were appointed the head of the newly estab-
lished NTT IOWN Integrated Innovation Center 
(IIC). Could you give us some details about the cen-
ter?

Under the IOWN initiative announced in 2019, 
NTT aims to implement an innovative network and 
information-processing infrastructure introducing 

photonics-electronics convergence technologies by 
2030. Tasked with strengthening our research and 
development (R&D) capabilities toward that aim, IIC 
began operation in July 2021 by re-assembling the 
R&D resources of NTT laboratories.

IIC consists of three centers: (i) NTT Network 
Innovation Center (NIC), which embodies the IOWN 
concept and is responsible for R&D of innovative 
network systems that support the integration of 
mobile and fixed networks; (ii) NTT Software 
Innovation Center (SIC), which promotes R&D of 
innovative computing infrastructure for implement-
ing IOWN; and (iii) NTT Device Innovation Center 
(DIC), which promotes R&D of photonics-electron-
ics converged devices and information-processing 

Bridging the Gap among Research, 
Development, and Business 
Departments to Achieve a Common 
Goal

View from the Top

Hidehiro Tsukano
Senior Vice President, Head of NTT IOWN 
Integrated Innovation Center

Overview
In addition to the three laboratory groups that have been the cornerstones 

of NTT’s research and development (i.e., NTT Service Innovation Labora-
tory Group, NTT Information Network Laboratory Group, and NTT Sci-
ence and Core Technology Laboratory Group), the NTT Innovative Optical 
and Wireless Network (IOWN) Integrated Innovation Center (IIC) was 
established on July 1, 2021 to extend technology development closer to the 
commercial implementation stage. IIC is striving to create and implement 
photonics-electronics convergence technology, which fuses optical and 
electrical signals and is key to enable IOWN. We interviewed Hidehiro 
Tsukano, head of IIC, about the purpose of the establishment and mission 
of IIC as well as the qualities required of top management.
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devices for enabling IOWN.
Under this new organization, we will bring together 

and integrate device technology, network technology, 
and software-infrastructure technology to develop a 
game changer in the world of technology and revital-
ize technological capabilities of Japan. With the 
spread of information and communication technolo-
gy (ICT), the global economy has become increas-
ingly borderless, and the meaning of the network and 
information-processing infrastructure is becoming 
increasingly important. We believe that it is essential 
to collaborate with global vendors and will accelerate 
our R&D by actively engaging with IOWN Global 
Forum and encouraging development with each ven-
dor.

IIC is an R&D organization, but the name includes 
“Center,” rather than “Laboratory,” which I think has 
a significant meaning. I believe the term “Center” 
requires a change in mindset to focus on development 
rather than research. Although NTT laboratories have 
participated in developing products for practical use, 
their focus has been more on research. By positioning 
this development closer to business, we are expected 
to work with our operating companies to develop 
business and build products that can be used by play-
ers outside the NTT Group. Through these activities, 
we hope to make a significant contribution to society, 
which is the NTT Group’s primary mission that has 
been built up over the years since the days of Nippon 
Telegraph and Telephone Public Corporation.

—I think that to bridge the gap between R&D and 
commercialization, it is necessary to understand both 
sides. Have you made use of your experience thus far 
to do so?

After graduating from university, I joined Fujitsu 
Limited, where I was first assigned to the purchasing 
department. Since then, I have been involved in semi-
conductor and network businesses. As senior execu-
tive vice president and chief financial officer (CFO), 
I gained experience in identifying new business areas 
from a management perspective with limited resourc-
es. I have also built many connections with executive 
management and key people in global vendors of 
semiconductors and ICT-related products.

To realize IOWN, it is essential to select various 
technologies, determine the business feasibility of 
those technologies, and collaborate with many part-
ners, including through IOWN Global Forum. I 
believe that my experience can be applied in these 
areas. The first step in these efforts is to create a super 
white box that enables ultra-low power consumption 
and tremendously low latency transmission through 
the application of photonics-electronics converged 
devices, etc. It will probably take about 10 years to 
get through, but we hope to accomplish it in that 
period. We also would like to redirect and reinforce 
our R&D on Business Support and Operations 
Support System in an area of Total Operation 
Management. We want to materialize the vision of 
IOWN by developing these specific technologies 
while matching them with the roadmap for IOWN.
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Do the right thing right

—You have been at the head of various organizations 
and offices. What are your thoughts on the qualities 
required of a top executive?

I think it is important for the people in top manage-
ment to have beliefs. Of course, such beliefs should 
not be distorted. By listening to others through vari-
ous interactions and examining if one’s beliefs are 
truly correct, you can build them into something 
unshakable. During this process, it is important to be 
flexible enough to admit when you are wrong and to 
correct yourself swiftly.

The truth is that there is only one truth, so it is a 
matter of repeatedly talking to experts and others to 
understand mechanisms and principles while com-
paring them to your beliefs and considering plans to 
make those beliefs a reality.

My belief that I have built up in this way is to “do 
the right thing right.” Although the meaning of 
“right” may be completely different from different 
viewpoints, “what we want to achieve” is the same. I 
therefore investigate how to do something right, lis-
ten to people, and deep dive into whether the decision 
is right or should be implemented. I don’t think I 
became able to do this overnight, that is, it is the accu-
mulation of various experiences that I had over the 
years.

—It is important to listen to the words of others and 
be exposed to their knowledge so that you can make 
the right decision.

I think that top management also needs the ability 
to communicate clearly and directly. I joined Fujitsu 
in 1981, and at that time, Japan’s national power was 
on the rise. As far as I remember, after the USA, 
Japan used to be the world’s second largest producer 
and consumer in information technology and elec-
tronics market, but now it has been overtaken by 
China. I think this outcome shows that Japan has been 
resting on its past laurels, while others have been 
growing faster than Japan.

In addition, the so-called “excellent companies” 
have established their own specialties, have their mar-
ket share in their countries, and have a large presence 
in foreign countries. They also have a business-level 
language skill of the country they want to compete in. 
In the service field, it is especially important to 
understand the language and culture of the target 
country, so my theory is that if you cannot communi-
cate with the people of the country using their lan-
guage at the closest level possible, you shouldn’t 
compete there. It is not a simple matter of hiring local 
people; instead, it is important to be able to commu-
nicate directly with customers and stakeholders. 

I’d say that Japan has cut corners in the area of lan-
guage skills. I have almost 10 years of work experi-
ence in the USA, including half-year business trips. 
When I was first assigned to the role in the USA as 
the procurement manager of a plant with about 1000 
employees, I was afraid to make phone calls in 
English, and I wasn’t sure if I’d be able to convey 
what I intended. However, I thought that I couldn’t 
carry out my duties and grow myself if that situation 
continued, so I made the effort to walk around the 
vast factory and communicate with the colleagues so 
that I’d become involved in all the processes under 
my charge. At first, I found it difficult to communi-
cate with them smoothly, but I kept at it anyway with 
determination. Once I got a little more familiar with 
the environment, I stopped worrying about being on 
the phone, and after about three years, I became more 
confident. With that confidence, I decided to be posi-
tive and try things even if I failed. I adopted that 
mindset because you can’t start anything if you 
always choose to do things on the safe side. Through 
such trial and error, I have learned not to be afraid of 
failure.
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Recommendations of John Manjiro

—The establishment of beliefs and smooth communi-
cation is rooted in hard work.

My motto, which was instilled in me at my inte-
grated junior and senior high school, is “shitsujitsu 
gouken” (sincere and sturdy). Regardless whether 
you can succeed in accepting diverse culture, nothing 
will start unless you take on challenges yourself. I 
face everything with this attitude. Since I took up a 
corporate management position around 2010, I have 
been recommending those around me to learn about 
John Manjiro*. In other words, going overseas to 
work. I tell people that if there is something they want 
to do, they shouldn’t just think about doing it only in 
Japan; instead, they should visit countries and try it 
there first.

If you have the passion to do something, the other 
party will meet you at least once and listen to you. To 
prepare for that opportunity, I think we need to culti-
vate our resourcefulness on a daily basis. Knowledge 
in the liberal arts is especially important. Painting, 
music, and sports are good topics for starting a con-
versation. The amount of interest you have in the 
other person may determine whether you can make 
the effort to cultivate your ability to respond to any 
topic and gain knowledge. Then, if you can share 
your beliefs and purpose, the relationship will grow 
deeper. I have realized from my own experience and 
the actions of senior management that it is very 

important to take time to build a mutual understand-
ing and a solid relationship even if the relationship is 
not directly related to business.

If you have a friend or acquaintance in common 
with the person you want to do business with, you can 
ask them to introduce you to that person so you can 
propose “Let’s start something together.” These rela-
tionships are what we call “communication paths.” 
Nothing happens overnight; therefore, we need to 
build up these paths from the time we join the com-
pany or even earlier. However, we can only know 
later the results and effects built in this manner. The 
results through efforts always come later, and to put it 
bluntly, what we have done can be evaluated and 
proven only by time and history.

As with all things in nature, time passes equally and 
fairly to everyone. I believe that it is necessary to 
constantly think, act, and take an interest in various 
things to keep improving and evolving ourselves. I 
think that giving up or neglecting something means 
that you are not moving forward or you have stopped 
growing and that you are being left behind the times 
and degenerating. In other words, it’s all about keep-
ing the brain working, and for me, stopping growing 
and degenerating is frightening.

* John Manjiro: A young Japanese fisherman whose ship was 
swept out to an island in the Pacific Ocean in 1841, rescued by 
an American ship, and studied English, surveying, and sailing in 
USA. He then sailed around the world and returned to Japan in 
1851. He became a valuable interpreter/translator when Japan 
was opening up to the world at the end of its isolation period.
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—Do you have any words of advice for engineers and 
researchers?

I think the purpose of science and technology has 
been realizing dreams or alleviating fear. Either way, 
I believe that it is the job of engineers and researchers 
to fulfill their missions of achieving something that 
has not been possible before. Another important pur-
pose is to achieve cost reduction so that everyone can 
benefit from a developed technology. For example, in 
this day and age, if you want to enjoy the ultimate 
analog sound of vinyl records, it is said to cost around 
30 million yen to prepare the conventional equipment 
such as vacuum tubes. The quality of the sound is said 
to be so good that even an amateur can tell the differ-
ence in sound quality, but it is not easy to acquire such 
analog equipment. On the contrary, technological 
advancement has enabled us to easily enjoy music in 
a digital format. Engineers are those responsible for 
evolving technology, enabling something that was 
not possible, and creating a society in which everyone 
can benefit from that technology by achieving cost 
reduction.

I want you to keep in mind that the R&D you are 
conducting as engineers and researchers can contrib-
ute to society and keep working hard every day to 
make it happen. I also hope that society will under-

stand the efforts of our engineers and researchers. You 
should be proud of yourself for conducting research 
to ensure that all people can enjoy the benefits of 
technology in the real world. In that sense, IIC’s 
major mission is to work toward achieving carbon 
neutrality to curb global warming.

Interviewee profile
 Career highlights
Hidehiro Tsukano joined Fujitsu Limited in 

1981, where he worked in the purchasing depart-
ment, focusing on semiconductors. In his career 
at Fujitsu, he became head of Corporate Planning 
and Business Strategy Office in 2009 and repre-
sentative director, senior executive vice president, 
and CFO in 2017. He also has served as chief 
strategy officer, in charge of all departments as 
assistant to the president. In 2019, he became vice 
chairman of the company. After working as an 
advisor  to  NTT Advanced Technology 
Corporation in 2020 and senior advisor in the 
Research and Development Planning Department 
of NTT, he assumed his current position in July 
2021.
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One aim of the IOWN initiative is to achieve 
ultra-low power consumption

—Would you tell us about your current research?

In 2015, when I was last interviewed, we had just 
established the basic technology for fabricating semi-
conductor lasers on silicon (Si) substrates. Since 
then, our team’s efforts have paid off, and we have 
moved from the research phase to the development 
phase. At that time, some people were skeptical about 
our technology because it was new, but now I feel that 
things are changing favorably. Research on this tech-
nology embodies the very characteristics of NTT 
Device Technology Laboratories, which is engaged 

in an integrated approach from basic research to 
applied research on semiconductor devices then to 
practical application and development of such devic-
es. 

We are currently investigating technology for mak-
ing our devices more socially acceptable and usable, 
and working on two major themes. One is developing 
device technology for high-density, low-power, 
short-range optical interconnections [1]. The devel-
opment of the Internet-of-Things and the expanded 
use of artificial intelligence will increase the speed 
and capacity of data processing and transmission, and 
power consumption is expected to increase. There-
fore, reducing power consumption is a serious issue, 
and achieving ultra-low power consumption is one of 

An Essential Quality of a Researcher 
Is Persistence. Believe What You Are 
Doing Will Go Well

Front-line Researchers

Shinji Matsuo
Senior Distinguished Researcher, NTT 
Device Technology Laboratories and 
NTT Basic Research Laboratories

Overview
The annual power consumption of datacenters in Japan 

accounted for 1% of Japan’s total power consumption in 2015. As 
the speed and capacity of data processing and transmission 
increases, power consumption is steadily increasing, and reducing 
that consumption is becoming a serious issue. To address this 
issue, Dr. Shinji Matsuo, a senior distinguished researcher at NTT 
Device Technology Laboratories and NTT Basic Research Labo-
ratories, is researching and developing innovative technologies 
for high-density integration of compound semiconductors on silicon substrates to enable photonics-
electronics converged integrated circuits. We interviewed him about the progress of his research and his 
attitude as a researcher.

Keywords: photonics-electronics convergence, optical interconnection, directly modulated laser
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key themes of the Innovative Optical and Wireless 
Network (IOWN) initiative that NTT has been pro-
moting. To address this issue, we are conducting 
research and development on optical interconnection 
to increase the speed and reduce power consumption 
of electronic equipment used for data processing and 
transmission by applying optical technology to short-
range communication on printed circuit boards of 
equipment installed in datacenters, etc., which have 
traditionally been connected by electrical wiring.

We are developing thin-film (membrane) directly 
modulated laser diodes (LDs) fabricated on Si sub-
strates as a light source for intra-board optical inter-
connection (Fig. 1). By fabricating LDs on Si sub-

strates, Si photonics technology can be applied to 
fabricate optical devices, such as wavelength-multi-
plexing circuits and photodetectors, with high density 
and at low cost. Forming LDs on a silicon-dioxide 
(SiO2) layer having a low refractive index makes it 
possible to achieve smaller and lower-power-con-
sumption LDs. To fabricate LDs with even lower 
energy consumption, we are currently developing 
LDs using photonic crystals. We want to contribute to 
the development of future information-processing 
infrastructure by increasing transmission capacity 
and enhancing high-density integration of LDs as 
well as integrating LDs with arithmetic processing 
circuits such as central processing units and graphics 

Fig. 1.   Fabrication procedure and structure of an LD on Si.

BH: buried heterostructures
DBR: distributed Bragg reflector
DFB: distributed feedback

DR: distributed reflection
InP: indium phosphide 
SSC: spot size converter

(a) Fabrication procedure for an LD on Si

(b) Structure of an LD on Si
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1. Wafer bonding 2. InP layer removal 3. Waveguide formation

4. Regrowth for BH 5. Selective doping 6. Diffraction grating and
electrode formation



Front-line Researchers

NTT Technical Review 8Vol. 19 No. 9 Sept. 2021

processing units. 
The other theme is developing a directly modulated 

laser with the world’s fastest bandwidth of over 100 
GHz (Fig. 2). In collaboration with Tokyo Institute of 
Technology, we fabricated a membrane laser that 
uses an indium-phosphide (InP) compound semicon-
ductor on a silicon carbide (SiC) substrate, which has 
a high thermal conductivity. This laser is the world’s 
first directly modulated laser with a 3-dB bandwidth* 
exceeding 100 GHz and can transmit signals of 256 
Gbit (256 billion bits) per second over 2 km. This 
achievement was published in the online breaking-
news version of the British scientific journal Nature 
Photonics in 2020 [2, 3].

Although directly modulated lasers are now widely 
used in datacenters, their limited modulation speed 
has been an issue. We believe that our technology for 
fabricating such lasers makes it possible to cope with 
the expected increase in traffic at low cost and low 
power consumption, and if research and development 
of this technology further advances, it will contribute 
to enabling the high-capacity optical-transmission 
infrastructure for supporting IOWN. We aim to 
develop a high-speed, high-capacity communication 
infrastructure beyond the limits of conventional infra-
structure by using innovative technologies centered 

on optical technology.

—What do you consider important when searching 
for research themes?

I think it is essential that researchers collect infor-
mation. I actively participate in academic conferenc-
es and talk directly with researchers both inside and 
outside the company to carefully monitor the trends 
of NTT’s technologies and the technologies that com-
petitors are focusing on. When I was inexperienced, I 
was sometimes reluctant to attend conferences 
because I was worried that I would not understand 
what was being presented or be able to talk to senior 
or highly respected researchers. However, as I gained 
experience, those worries have eased. I am now 
closer to the generation of eminent researchers and 
speakers and have been invited to give lectures. When 
I think about the fact that I am now being approached 
by people to whom I once thought it would be diffi-
cult to even speak, I realized the importance of accu-
mulating experience and only experience and effort 

Fig. 2.   Directly modulated laser on SiC substrate with bandwidth of over 100 GHz (world’s fastest).
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the laser, which decreases with increasing frequency, attenuates 
to 70.7%.
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make it possible to earn an appreciation from others.
When I was younger, I felt more comfortable study-

ing through papers than interacting with researchers 
at conferences because I was not used to speaking 
English. However, I realized that it is difficult to 
receive new stimuli just by studying in the laboratory 
and recognized the usefulness of attending a venue 
such as an academic conference and intensively col-
lecting information and making decisions.

It is also important for your research to be under-
stood by others so that you can continue it. As my 
interactions with researchers around the world have 
increased, I have seen them express their ideas in a 
straightforward and appealing manner, and I have 
come to understand the importance of expressing 
ideas assertively. In consideration that research is 
about creating a brighter future, it is only natural that 
if you cannot convey to the people in front of you how 
your research envisions a brighter future, they will 
not understand it. Moreover, people have an image of 
researchers being steady and hardworking, and I 
think we take pride in that reputation; however, con-
sidering that we are corporate researchers, I think it is 
also important to pursue research by thinking about 
what we can do for our company and society. There-
fore, it is necessary to take into account trends such 
as what our company is focusing on and what issues 
it is facing. 

NTT’s laboratories give us annual opportunities to 
review research plans, discuss them with our group, 
and promote our plans and learn about the require-
ments that are being placed on us. While it is impor-
tant to promote your research to a large external audi-
ence, I also want to take advantage of such opportuni-
ties to get people close to me to understand the value 
of my research.

The role of a researcher varies with depth 
of experience

—Researchers are required to have various skills and 
roles other than those needed for research, right?

As well as collecting information and building 
human networks, identifying research themes is an 
important job for researchers. When identifying a 
research theme, I consider the personnel, equipment, 
and facilities and ask myself whether we can bear the 
responsibilities of using such assets. When it comes 
to purchasing equipment and other necessities, the 
financial cost is huge, so a research theme is carefully 
selected on the basis of whether the pursuit of the 

theme will benefit society.
On top of the financial costs, research results 

always come with responsibility. Regarding research 
on higher-performance semiconductor devices that 
we pursue, it is important to develop devices and 
demonstrate the correctness of our fabrication tech-
nology. In the development stage, how easily the 
device can be fabricated is important. However, we 
should not be bound by these guiding principles. 
While it is a prerequisite to be able to create some-
thing on our own, we also value our sense as research-
ers that something looks interesting or useful. It is 
also better to keep in mind that the prospect of “I can 
fabricate it” differs from person to person.

I believe that the concept of a researcher changes 
with one’s depth of experience. For example, for the 
first 10 years or so, I thought that a researcher would 
be able to think of an idea for himself/herself and 
make that idea a reality on his/her own; however, I 
later learned the magnitude of the influence of those 
around me. I am currently a board member and com-
mittee member of academic societies and interna-
tional conferences as well as a senior distinguished 
researcher at NTT laboratories. Through these expe-
riences, I have come to believe that it is the role of a 
researcher to think about the research field and the 
community of researchers in ways like how to create 
a fruitful research environment for junior researchers 
and other researchers in the field.

—I heard that you are sometimes asked to give invited 
lectures at international conferences. Would you tell 
us about some episodes related to such lectures?

It is a great honor for a researcher to be asked to 
give an invited lecture. I feel that the invited lectures 
not only motivate me but also help me self-reflect, 
reaffirm my position in my research field, and look to 
the future. My first invited lecture was around 1993, 
which was five years after I joined NTT. I talked 
about how to fabricate an LD on a complementary 
metal-oxide-semiconductor, which is relevant to my 
current research. At that time, our fabrication technol-
ogy was highly regarded as innovative, and I was 
invited to three or four conferences. After I was 
invited to these conferences, I was desperate not to do 
anything embarrassing. I had little experience in 
making presentations in English, and I was given 
twice as much time as usual to speak, so I practiced 
hard enough to memorize the presentation.

I have good memories of giving a tutorial-style 
lecture as a leading expert in the research field at a 
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conference held in Europe in 2015. I don’t know if it 
was just a coincidence that the atmosphere was like 
that or if it was normal, but as soon as I took the stage, 
there was a round of applause. It was an indescribable 
feeling of elation. In tutorial lectures, experienced 
lecturers talk about the history of the field and the 
positioning and vision of their research at the begin-
ning of their lectures. Therefore, I can organize my 
thoughts by telling my own version of the past, pres-
ent, and future, and the fact that I can see where I am 
in the history of my research field and what I am 
responsible for motivates me to move forward. It is 
also quite instructive to read through past papers to 
improve the content of my lecture. 

I’m also happy to give lectures to young people. In 
2019, I was selected as one of the five lecturers for the 
Institute of Electrical and Electronics Engineers 
(IEEE) Photonics Society’s Distinguished Lecturer 
Programs and traveled around and gave lectures in 
the United States and Canada. In addition to giving 
lectures on research to graduate students in depart-
ments of electronic engineering, I look forward to 
having the opportunity to interact with students. I’m 
glad that they listen when I tell them my thoughts on 
what they should do now. We were also planning to 
visit India and Brazil; unfortunately, due to the coro-
navirus pandemic, those trips have been put on hold.

An essential quality of a researcher is persistence

—What would you like to say to young researchers?

Researchers today find it difficult to find time for 
their research activities, so I fully understand their 
feeling of impatience. However, in my case, I was 
able to achieve my current results with a theme 
launched after I became a midcareer researcher; 
therefore, I’d like to tell them that they don’t have to 
worry if they don’t seem to have enough time or accu-
mulated knowledge.

I work with the belief that what I am doing will go 
well, and maybe this mindset is what led to my 
achievement thus far. I think whether you can believe 
that things will go well affects your motivation. Of 
course, plenty of studies won’t go well even if you 
believe in them, and I think a large part of success 
depends on chance and luck. No matter how brilliant 
you are, some things can go wrong, and some things 
can go right. I don’t know what’s causing what, and 
there is no point thinking negatively, so I’m research-
ing and trusting that it will go well. However, even 
when it goes well by chance, the sense of not letting 

go of the opportunity in front of you is crucial. There-
fore, it is necessary to collect information. In addition 
to participating in conferences, actively becoming a 
committee member or organizer of a conference will 
greatly expand your opportunities to collect informa-
tion.

An essential quality of a researcher is persistence. 
Naturally, research doesn’t always go well, and 
sometimes you will feel pressure from the people 
around you; however, you can handle that pressure by 
persistently maintaining your core skills and ideas 
while being flexible enough to adapt to the times and 
environment.

Moreover, you should remember that we are mem-
bers of society. Explain to your immediate seniors 
and the people around you about what you want to do 
and convince them of the significance of your 
research. If you don’t have their understanding, you 
can’t continue your research. Then, listen to and 
incorporate the opinions of those around you as you 
proceed with your research. It is important to have a 
sense of balance between assertiveness and accep-
tance to build a cooperative relationship with the 
people around us.

One last thing, from the lessons I have learned 
through my international activities, it is better to pol-
ish your English skills from a younger age. If you 
develop an open mind that lets you talk easily with 
researchers from all over the world, your future 
research activities will be more enjoyable. I also 
believe that casual conversations between researchers 
in preparation for and after a conference presentation 
can lead to opportunities for joint research and 
expand your research activities. Therefore, cherish 
the friends you make at conferences.
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Research and practical application of 
technologies for creating, using, and protecting 

statistical data

—Please tell us about your current activities con-
cerning research and development.

I am currently involved in the research and practical 
application of the following three themes: creation of 
statistics from large-scale data, use of statistics for 
social prediction, and protection of privacy concern-
ing statistics.

Our research and development (R&D) results 
regarding the creation of statistics from large-scale 
data are applied to various services. An example is 
“Mobile Spatial Statistics” [1], which has been used 

for reporting the increases or decreases in the number 
of people at terminal stations during the novel coro-
navirus pandemic (Fig. 1). From operational data 
collected from our mobile phone network, the popu-
lation distribution of where and how many people are 
located, by age, gender, and place of residence is 
estimated hourly and almost in real time throughout 
Japan. During this estimation process, the privacy of 
our customers is ensured by removing and aggregat-
ing personal identifiers as well as through privacy-
preserving processing.

Since 2013, Mobile Spatial Statistics has been used 
by the government for urban planning and disaster 
countermeasures and by the private sector for store 
development and analysis of commercial spheres. 
When this service was first launched, it did not provide 

Thinking about “Who Benefits?” and 
“What Is the Benefit?” and Trying 
Out an Idea as Quickly as Possible

Front-line Researchers
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Senior Manager, X-Tech Development 
Department, NTT DOCOMO
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lect, and store a vast and diverse range of data. There are efforts 
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and use them for business. NTT DOCOMO is also using big data 
from a new perspective to solve social issues. We interviewed 
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statistics in real time; however, from 2020, it has been 
providing statistics in near real time in the form of 
population data from the previous hour or so. 

An example of statistics utilization for social pre-
diction is the Traffic Congestion Forecasting AI [2] 
using Mobile Spatial Statistics (Fig. 2). Since social 
and economic activities are carried out by people, if 
we can observe the movements of people “now,” we 

will be able to predict the “future” of social phenom-
ena and economic trends. Traffic Congestion Fore-
casting AI is a world-first application of this principle 
to predicting traffic congestion. This technology dif-
fers from long-term congestion forecasts based on 
seasonal, day-of-week, and holiday patterns (such as 
the Japanese Obon festival and New Year’s holiday) 
and short-term forecasts using probe information 

Fig. 1.   Mobile Spatial Statistics.

Source of background map:

Fig. 2.   Traffic Congestion Forecasting AI.
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from in-vehicle GPS (Global Positioning System), 
etc. That is, a model is first created by enabling arti-
ficial intelligence (AI) to learn sets of past population 
distributions and traffic volume. Then, the population 
distribution at a certain time of the day in question is 
input into the created model, and traffic congestion 
up to about 10 hours ahead of that time can be pre-
dicted. 

Traffic Congestion Forecasting AI is being used in 
a joint experiment with East Nippon Expressway Co., 
Ltd. (E-NEXCO) to provide traffic-prediction infor-
mation for the Tokyo Wan Aqua-Line Expressway (a 
toll way that traverses Tokyo Bay) upstream route (in 
the Kawasaki direction) and the Kanetsu Expressway 
upstream route (Numata to Nerima), and that infor-
mation is distributed daily for widespread use at 
around 2:00 pm on E-NEXCO’s road-information 
website “Drive Plaza.” The use of Traffic Congestion 
Forecasting AI will make comfortable driving possi-
ble without encountering traffic jams. Moreover, if 
more people use it to avoid traffic jams, traffic jams 
will decrease or be eliminated through traffic disper-
sion.

Regarding protection of privacy concerning statis-
tics, we are focusing on applying differential privacy 
[3] to large-scale tabular data (Fig. 3). Since the data 
handled by NTT DOCOMO are often related to per-
sonal information, its handling requires strict legal 
restrictions and social responsibility. Accordingly, 
privacy-preserving technology, that is, technology 
that enables data to be used securely while protecting 
privacy, is essential. Differential privacy is a frame-

work for comprehensively guaranteeing the safety of 
privacy-protection technologies, and its application is 
being researched and developed by Google and 
Apple. In the U.S., it was announced that differential 
privacy was applied to the 2020 US Census.

To make Mobile Spatial Statistics more secure and 
useful, we have been investigating how to apply dif-
ferential privacy to large-scale geospatial data such as 
Mobile Spatial Statistics and censuses. The results of 
our research have been reflected in the concept of 
privacy protection concerning Mobile Spatial Statis-
tics, and we have returned those results to society in 
the form of academic papers. In 2020, I was appoint-
ed as a special professor at the Statistical Research 
and Training Institute of the Ministry of Internal 
Affairs and Communications, where I have been 
investigating how to apply differential privacy for 
official statistics in Japan.

—How did you find these research themes?

As the saying goes, “Necessity is the mother of 
invention.” If there is a technology that you need but 
cannot find it in the world no matter how hard you 
look for it, it will likely become the theme of your 
R&D. A typical example of mine is applying differ-
ential privacy to large-scale data. Since privacy pro-
tection is a fundamental issue in regard to Mobile 
Spatial Statistics, I thought that a strong security 
guarantee, such as differential privacy, would be 
needed. However, no matter how many papers I 
flipped through at the time, I could not find an  

Fig. 3.   Applying differential privacy to large-scale tabular data.

Result of applying the current method (two-dimensional
Privelet method) to population mesh data around the

Tokyo metropolitan area
Result of applying our method

(neural network-Wavelet method)



Front-line Researchers

15NTT Technical Review Vol. 19 No. 9 Sept. 2021

appropriate method to satisfy that need. That’s when 
I started to think, “If a method isn’t available, I’ll 
develop it myself.”

The story is a little different for Traffic Congestion 
Forecasting AI. One of the reasons for developing it 
was that I hate traffic jams and want to avoid them. I 
heard that E-NEXCO is very concerned about the 
traffic congestion on the Tokyo Wan Aqua-Line 
Expressway, and I thought that if we could accurately 
predict the time when traffic congestion would occur, 
many people, including myself, would avoid that 
time, and the congestion would be eased. Therefore, 
I conducted a simple experiment using the real-time 
version of Mobile Spatial Statistics that I was work-
ing on. I was surprised at the accuracy of the predic-
tion results. Therefore, we recollected the data prop-
erly and presented the experimental results to 
E-NEXCO. They showed strong interest, which led 
to the above-described joint experiment.

However, these stories were only the beginning of 
our R&D. I owe a lot to the enthusiasm of the people 
of E-NEXCO for solving traffic jams, the expecta-
tions and support of the corporate sales and business 
departments of our company from the experimental 
stage, and the constant technical improvements made 
by my team members and partner companies. I firmly 
believe that the current form of Traffic Congestion 
Forecasting AI would not have been possible without 
their efforts.

Spare no effort to make it easy

—What are the important perspectives in R&D?

The basic research phase, which is conducted to 
discover new knowledge, and the applied research 
phase, for creating new products and services, some-
what differ. It is important to determine how applied 
research results will contribute to society if the 
research is successful and who is happy with what; in 
other words, it is important to be able to answer the 
questions “Who benefits?” and “What is the benefit?” 

I think that in many cases, the important mission of 
R&D efforts in corporations is to create new business 
and enable profits through the practical application of 
research results. However, if you jump at a theme just 
because it looks like it will be good for business, you 
will tend to follow the lead of other companies. This 
situation may be an eternal dilemma for those 
involved in R&D in corporations.

Under these circumstances, it is important to find a 
winning “one step ahead” theme and focus on it. To 

find such a theme, the perspective of “Who is happy 
with what?”—that is, the self-questioning of “Who 
benefits?” and “What is the benefit?”—is useful. At 
the stage of searching for a theme, you may not be 
able to see a concrete market yet, and it may not be 
clear how to make a business out of a theme; however, 
if that theme has the potential to make someone 
happy, in other words, if it benefits someone, you 
should be able to build some kind of sound business 
model. Additionally, if you can create a group of 
people in the business department who are interested 
in and share the value of a theme by explaining “Who 
benefits?” and “What is the benefit?” you are aiming 
for, you can create a profitable business model 
together with them. I believe that this practice will 
lead to a broader business than you could have imag-
ined on your own.

—Would you tell us what you have valued as a 
researcher and developer?

I value the saying “Spare no effort to make things 
easy.” It sounds paradoxical, but I try to think on a 
daily basis about how I can make things easier. For 
example, in the case of Traffic Congestion Forecast-
ing AI, if we rely on various types and sources of data 
for traffic-jam predictions, the design of the system 
will become increasingly complicated, making it 
more difficult to improve and maintain; in turn, the 
implementation and operation of the system will 
become more difficult. Therefore, we have been 
designing the system on the basis of using only the 
population-distribution data of the day and not refer-
ring to external data, such as weather information, as 
much as possible. As we proceeded with our research, 
we were tempted to use any type of data that could be 
used to improve accuracy in the immediate future; 
however, the increase or decrease in the number of 
people due to external factors, such as the weather, is 
already included in the population-distribution data, 
so I asked our team members to be patient and 
focused on refining the accuracy of the algorithm 
using the population-distribution data alone. 

Partly because of reflections on my past, I try to 
think carefully about when to put research results into 
practical use and launch onto the market. I was 
involved in research on electronic tickets and vouch-
ers in my previous job at NTT’s research laboratories 
around 2000. That research was part of an ambitious 
project marking the beginning of fintech, and it had 
both a distribution function of virtual currencies, such 
as Bitcoin and Etherium, and real payment functions 
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such as electronic payment. The project was highly 
regarded internationally and the Internet Engineering 
Task Force (IETF), which formulates standards for 
the Internet, established three Request for Comments 
(RFCs: drafts of standard specifications given by the 
IETF) in 2003; unfortunately, it was not put to practi-
cal use. This project was based on the premise that the 
world would come to a point where people would 
always carry an electronic terminal, such as a smart-
phone, connected to the Internet. However, the first 
iPhone was not released until 2007, so we had to wait 
four years after the RFCs were established. The world 
had not yet caught up with our premise. About 10 
years after the establishment of the RFCs, when I had 
almost forgotten about the project, I was interviewed 
by a magazine on the theme of “Advanced technology 
that comes too soon.” This experience made me 
keenly aware of the necessity of identifying current 
trends, including peripheral technologies, when 
selecting R&D themes. Since then, we have been try-
ing to present our research results to the world in step 
with the progress of peripheral technologies and the 
social environment while simultaneously presenting 
our future visions.

Keep as many ideas and tools as possible for 
nimble testing

—You are searching for research themes and taking 
on the challenge of development while considering 
various elements, right?

It is not always easy to find a theme that satisfies 
certain conditions, that is, if a theme matches current 
trends, one can gain understanding, solve social 
issues, and respond to our mantra of “Who benefits?” 
and “What is the benefit?”; therefore, it is necessary 
to try out a number of different themes. It is said that 
“Product development is a process of selecting three 
out of a thousand,” meaning only three out of a thou-
sand ideas become reality. And I believe that the key 
is how quickly you can try out an idea once you have 
come up with a potentially valuable one. I try to keep 
as many ideas and tools on hand as possible for this 
purpose.

I mentioned earlier that our Traffic Congestion 
Forecasting AI started with a “simple experiment.” I 
was not originally an expert in AI technologies, such 
as machine learning; even so, machine-learning tech-
nologies had been commoditized, and easy libraries 
had emerged, and my experience of playing around 
with them to see how easy they were to use came in 

handy. If I hadn’t had that experience or known that 
such libraries existed, I wouldn’t have had the moti-
vation to “give it a try,” and maybe Traffic Congestion 
Forecasting AI wouldn’t be around now.

The experts I meet at conferences and lectures, as 
well as the customers I meet through requests from 
corporate sales colleague to accompany them, are 
also very helpful in finding themes and tuning the 
direction of our R&D. For example, when I talk to 
people about Mobile Spatial Statistics, it seems that 
those who are seriously considering using it tend to 
place more importance on the reliability and account-
ability of the statistics than on the numerical specifi-
cations. To meet these expectations, we are enhanc-
ing the brand image of Mobile Spatial Statistics by 
not only pursuing higher specifications but also on 
the basis of reliability and security.

—Please give a few words to our junior researchers 
and developers.

There is a saying, “Standing on the shoulders of 
giants.” It means that our own R&D is based on the 
accumulation of the results of our predecessors. I 
think the most exciting part of working in R&D is to 
be able to contribute to further development of soci-
ety in the future by putting even a thin layer of your 
own achievements on top of those of your predeces-
sors. Focused on the three themes that I am currently 
working on, i.e., creating, using, and protecting sta-
tistical data, I hope to put a thin layer of skin on the 
shoulders of giants and make them as tall as possible. 
Moreover, I’d be very happy if someone comes along 
in the future who can stand on top of these giants and 
make them even taller.

Having said that, I realize that finding a new R&D 
theme can be difficult. It’s not as if you can find a 
good theme if you moan a lot and think hard. Most of 
you probably have some kind of theme that you are 
working on now. Although it is important to thor-
oughly finish with a theme and release the results to 
the world, after you finish with the current theme, you 
may not find something interesting right away. There-
fore, in addition to working on your current theme, I 
encourage you to take the time to talk with people in 
various fields, and if you find something interesting 
from those talks, look into it, become involved in it, 
and try out your ideas. Even if that process doesn’t 
directly result in a new theme, you can gain experi-
ence, and if you accumulate a large amount of such 
experience, it may help you find a theme for the 
future or give you a hint to solve a difficult problem 
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concerning your current theme from a different per-
spective. 

Your boss and seniors have probably had the expe-
rience of finding new themes in this way, namely, 
experimenting and playing around with ideas under 
the umbrella of the current theme. While drawing on 
their knowledge, I hope that you will also value the 
pleasurable aspects of your work outside your core 
business of R&D.
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What is asynchronous distributed deep 
learning technology?

—Please tell us about your research.

Deep learning is often used for e.g., speech/image 
recognition. Modern deep learning involves overcon-
centration of data, namely, all the data is aggregated 
in a single huge datacenter and then used to train the 
model. However, considering several industrial appli-
cations, such as self-driving vehicles, factory automa-
tion, distributed power-grid, and highly personalized 
models, the volume of data will continue to increase 

and it will become much more difficult to collect, 
process, and deploy all the data in a single datacenter. 
Data aggregation is also becoming more difficult 
from a privacy perspective due to the effects of legis-
lations, e.g., GDPR (the European Union’s General 
Data Protection Regulation). Because of these fac-
tors, we believe that data storage and inference pro-
cessing will be carried out in a distributed manner in 
the near future.

We are conducting research to develop an advanced 
algorithm to virtually manage data sets stored on 
multiple servers. For example, we recently achieved 
results with technology that allows us to train 

Research on Asynchronous 
Distributed Deep Learning 
Technology—Optimizing Machine 
Learning Models in the Age of 
Distributed Data Storage
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Communication Science Laboratories

Overview
While modern deep learning often requires aggregating data 

into a single datacenter to train models, in the near future data will 
be distributed due to increased data volume and privacy protection 
concern. In this article, we spoke to Kenta Niwa, a distinguished 
researcher working on asynchronous distributed deep learning 
technology. This technology allows us to optimize machine learn-
ing models as if the data was aggregated in a single datacenter, 
even in the modern era of distributed data.
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machine learning models as if the data was concen-
trated in one place, even data sets are not aggregated.

—What kinds of methods are specifically being used?

Today, distributed deep learning often uses a meth-
od of exchanging and averaging models between 
servers (forming an average consensus). The formu-
lation of an average consensus is a very simple and 
effective operation. However, while this method 
works well if each server has statistically homoge-
neous data, training often fails to progress if the data 
on each server is statistically biased (heterogeneous). 
In addition, as the number of servers increases, syn-
chronous communication becomes more and more 
difficult.

We built a deep learning algorithm where all the 
servers connected to the network communicate asyn-
chronously and collaboratively to train the model. I’ll 
spare you the details of the formulas and algorithms, 
but to put it simply, the research expresses the idea of 
“multi-node collaboration” in mathematical formula.

For example, it’s easy for people who get along 
well with each other to come together, talk it over, 
and draw a conclusion. However, if a group of people 
with strong personalities who don’t get along togeth-
er, everyone will go in different directions. There’s 

not really any point in performing averaging in a situ-
ation like this. Think of this algorithm as a way to 
skillfully express how well the individual elements 
work together.

Figure 1 shows a comparison between the pro-
posed method (Edge-consensus Learning) and the 
conventional method (gossip-based stochastic gradi-
ent descent (Gossip-SGD)) using a data set com-
monly used for testing an image classifier called 
CIFAR-10, with the data distributed in eight servers 
with statistical bias. The vertical axis represents the 
classification error rate, with smaller values meaning 
better performance. The blue dotted line shows the 
performance of the global reference model that 
trained using all data collected in one server, the solid 
green line shows the performance of the conventional 
method (Gossip-SGD), and the solid red line shows 
the performance of the new method being proposed 
(Edge-consensus Learning).

While performance does not reach to the global 
reference model when using the conventional meth-
od, the proposed method gets closer to the perfor-
mance of the global reference model as learning 
progresses. I believe we can take this to mean that we 
have obtained a model more suited to the entirety of 
the data, even with asynchronous communication.

Fig. 1.   Comparison among conventional and proposed methods and the global reference model.
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—What kinds of possibilities does this research 
unlock?

Figure 2 shows a demonstration of medical image 
analysis model using data from multiple hospitals. 
Medical data is the most important example from the 
perspective of privacy concerns, and in practice it 
generally should not leave the hospital. And taking it 
out of the country is next to impossible. So we con-
sidered a network connecting eight hospitals (N1 to 
N8), where we train the model without taking the 
imaging data out of the hospital. Specifically, this 
model is a medical imaging diagnostic aid that uses 
chest x-ray images to detect the presence of a disease 
and identify the disease from among 14 different dis-
eases. In light of the differences in diseases handled 
by hospitals in the real world and regional differences 
in conditions, we encounter a situation where the 
number of data items at N1–N8 and the diseases 
being recorded are statistically biased.

The blue lines show the recognition performance 
using new model at each of N1 through N8, and the 
orange lines show the progress of the conventional 
training method. The medical image data spread 
across eight hospitals works together well to create a 
highly advanced level of knowledge, like some kind 

of “super doctor.”
Asynchronous distributed deep learning technolo-

gy allows us to reap the benefits of machine learning 
without sacrificing privacy. This technology is not 
particularly application-dependent, so the algorithm 
is highly flexible and can be used in various applica-
tions such as text translation using smartphone data, 
training autonomous driving models, voice recogni-
tion in call centers, and anomaly detection in indus-
trial factories.

Providing services that leverage NTT’s 
locational advantages

—What do you consider NTT’s strengths to be?

NTT has communication stations throughout 
Japan, and each station is connected by a network. 
Why not use this locational/physical advantage to 
install servers in each station to store and process 
data? Of course, each station will have very different 
types of data stored, and the system as a whole will be 
huge. Leveraging this data to bring services such as 
data processing closer to users is likely to be a viable 
option for NTT’s business in the future. It’s what’s 
known as “edge computing.” When we started thinking 

Fig. 2.   Combined training of medical image analysis model across multiple hospitals.
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about this, we thought it might be useful to provide 
asynchronous distributed machine learning services.

—What do you think about the future direction of 
your field?

I was originally conducting research related to 
acoustics, especially communication using micro-
phones and loudspeakers. About 10 years after join-
ing the company, I started studying machine learning 
after studying abroad in New Zealand, particularly 
the theme of distributed optimization field. 

Many modern systems are constructed in a central-
ized manner. This is because of the amount of data 
that can be handled in one place, and because what is 
needed is considered to be universal, so the same 
service is distributed to all. However, I believe that 
services will continue to become more personalized 
as time goes on. I think we will also offer training and 
inference for models tailored to individual customers. 
With this reality, it begs the question “Is the current 
centralized system still the right one?” It’s only natu-
ral to consider decentralized manner.

When you think about it, our brains are also 
“decentralized” in a manner of speaking. We can talk 
about one thing while thinking about something com-
pletely different. I don’t think my own mind is doing 
heavy computing like deep learning and inference in 
the areas that aren’t already burned out! It feels like 
the distributed computing groups in our heads are 
connected asynchronously, and they can perform 
high-level tasks by combining a lot of very light cal-
culations. In this regard, I believe the systems that 
support the next generation of communications and 
society as a whole can also be processed at an 
advanced level with low power consumption and high 
flexibility, and be durable enough that they won’t 
break even if they get a little damaged.

For example, the IOWN (Innovative Optical and 
Wireless Network) concept discusses concepts such 
as traffic coordination of self-driving vehicles in a 
large-scale smart city in the context of optimizing 
society as a whole. Of course, every car has a differ-
ent destination, so I think they should also be driven 
differently. That said, working only for one’s own 
benefit is no good, and I don’t feel like averaging is 
particularly desirable either. I don’t think there are 
systems that can coordinate and control every car yet, 
but I would like to create decentralized systems and 
core software that contribute to these things, keeping 
“distribution” in mind as a theme.

—What would you say to anyone hoping to become 
involved in basic research in the future?

The field of machine learning is incredibly com-
petitive and changes every few months. New papers 
are coming out nearly every day. To be more specific 
about the intense competition in distributed systems, 
I think that there is too much competition in distrib-
uted learning, but I don’t think that’s the case when 
talking about asynchronous distributed systems like 
the one I’m proposing, which can flexibly obtain a 
high level of knowledge. Centralized and end-to-end 
are mainstream right now, and asynchronous distrib-
uted systems are still relatively unexplored, and I 
want to see the possibilities there.

Opening up new fields requires energy. It’s easy for 
an expert on the topic to say “This is how we should 
do it,” but 99.9% of people aren’t experts, so it’s 
incredibly important to find the challenges we have in 
common and discuss, refer to and compare them as 
we compete with each other. On the other hand, it’s 
also important to create your own unique niches in 
your policy. I think it’s important to work on the 
things you want to express and build gradually over 
time.

Nowadays, anyone who can gather data (even high 
school students) can create models for whatever 
application they want. In this reality, many of the 
researchers around me are also struggling to decide 
whether to focus themselves on basic research or 
practical development. I have had the opportunity to 
study abroad, and I learned a great amount about dis-
tribution there, so I ended up focusing on basic 
research. I’m sure I could just as easily have chosen 
the opposite. I can’t say which is better as some peo-
ple are particularly suited or unsuited to a specific 
position, but I think in times like these it’s best to 
focus on one end of the spectrum.
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1.   Introduction

This year marks the 30-year anniversary of NTT 
Communication Science Laboratories (NTT CS 
Labs), which was founded on July 4, 1991. Through-
out these 30 years, it has been exploring the essence 
of communication and conducting basic research to 
enable communication that reaches the heart [1]. The 
essence of communication is inherently multifaceted. 
In addition to (1) conveying information accurately 
and efficiently, it includes the (2) deepening of mutu-
al understanding by sharing the meaning of informa-
tion and (3) sharing of underlying intent and emotion 
by devising creative methods of conveying informa-
tion, enabling the (4) creation of a spiritually rich 
society by fostering heartfelt contact. With a focus on 
these four viewpoints of communication, this article 
introduces important activities at NTT CS Labs in 
pursuit of the essence of communication while taking 
a look at past research. 

2.   Basic technologies for information transfer 
and speech coding

NTT has been continuously engaged in the research 
of basic communication technologies such as audio 
and voice processing and natural language processing 
since the Nippon Telegraph and Telephone Public 
Corporation era. The root of this research is speech 
coding technology, which is one of the most impor-
tant technologies from the viewpoint of transmitting 
information accurately and efficiently. Line Spectrum 
Pair technology proposed by NTT in 1975 is still used 
in most mobile phones throughout the world as an 
international standard, and in 2014, it was recognized 
as an IEEE (Institute of Electrical and Electronics 
Engineers) Milestone marking a historic achievement 
in the field of telecommunications [2]. Inheriting this 
legacy, NTT CS Labs became a leading contributor in 
the development of Enhanced Voice Services (EVS) 
technology that was approved as a 3GPP (3rd Gen-
eration Partnership Project) standard in 2014. In 
Japan, this standard has been used since 2016 as 
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fourth-generation coding in a coding-transmission 
system shared by three mobile phone companies, and 
as of 2021, it has been used in smartphones through-
out the world. NTT CS Labs has also been contribut-
ing to the EVS extension for Immersive Voice and 
Audio Services called IVAS. More recently, it devel-
oped Bitplane Rearrangement for Audio and Voice 
Encoding (BRAVE), an audio and voice codec featur-
ing robust bit-error performance and low latency. 
BRAVE was adopted in wireless microphones com-
mercialized by TOA Corporation in February 2021 
[3].

3.   Obtaining categories and concepts to 
share meaning

Humans learn by grouping similar things into cat-
egories, which enables advanced cognitive activities 
such as thinking, inferring, decision-making, and 
communication. It also makes learning itself more 
efficient. For example, when catching site of an ani-
mal, if its form happens to be sufficiently similar to a 
category that one has already learned, say “cats,” that 
animal would be recognized as a member of that cat-
egory, in other words, as a cat. While it is difficult to 
individually remember all objects one has seen up to 
the present, they can be remembered in a compact 
form by grouping them into categories. Later, when 
looking back, it may not be possible to remember the 
detailed features of that cat, but the fact that it was a 
cat will not be forgotten. In addition, if something 
that one encounters is different from any category 
that one has already learned, one can simply create a 
new category. Therefore, learning can be made effi-
cient by flexibly increasing, or even decreasing, cat-
egories as needed in accordance with data character-
istics even for large volumes of data. 

NTT CS Labs has been working on achieving such 
flexible human-type category learning on computer. 
For example, the products that each customer has 
purchased can be recorded in matrix form as a history 
of purchased data that can be used to categorize both 
customers and products. This type of categorization 
corresponds to rectangular partitioning of a pur-
chased data matrix. An efficient learning technique 
based on a Bayesian nonparametric model was pro-
posed that adjusts the optimal partition in accordance 
with the given input data from among an infinite 
number of combination patterns in rectangular parti-
tioning [4].

Thus, “cats” as a category is not a specific “cat” but 
rather an abstraction of “cats” in general. A concept, 

on the other hand, is a mental representation of a cat-
egory stored in memory. In other words, it is a set of 
information that a category points to and consists of 
what is known about that category [5]. The concept of 
“cats” that humans hold is not limited to the shape or 
form of cats. It is rather an integrated abstraction of 
various aspects of cats, such as the sounds they emit 
(meowing, etc.), their behavior, the feel of their fur, 
etc. and the language used to express such aspects. 
That is, a concept can be acquired by seeing a thing 
(its set) from different viewpoints (different types of 
media information or modalities) and be understood 
as abstract information independent of any viewpoint 
and expressed as coordinates in a common concep-
tual space. NTT CS Labs is researching the autono-
mous acquisition of concepts without having to train 
a system with correct answers. This can be done by 
focusing on the co-occurrence of different types of 
media information such as images and sounds of cats, 
that is, by using the fact that different types of media 
information originating from the same thing appear 
not in a random manner but with specific relation-
ships [6].

4.   Communication and language acquisition 
in infants

Do human infants autonomously learn from the co-
occurrence of phenomena in the natural world? To 
comprehend the essence of communication, NTT CS 
Labs has been examining communication and lan-
guage acquisition in infants. For infants, communica-
tion is an important means of recognizing objects and 
promoting the acquisition of knowledge, concepts, 
and vocabulary. Infants accumulate various types of 
knowledge from information obtained from the sur-
rounding environment, such as by listening to a par-
ent’s conversation, speech from a television, etc., and 
learn groups of syllables that co-occur with high fre-
quency as words based on statistical learning. How-
ever, this does not mean that the infant indiscrimi-
nately processes a huge amount of information. 
Research conducted at NTT CS Labs has found that 
learning in infants is promoted by communication 
signals from a parent such as utterances directed 
toward the infant [7]. The infant uses such communi-
cation signals as a learning cue to focus appropriately 
on learning targets and sort out what to learn from the 
environment and how. 

As explained above, parent-infant communication 
promotes brain development of the infant. It further 
affects subsequent vocabulary growth. NTT CS Labs 
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has been promoting research on language acquisition 
in infants, and from the results of that research, more 
than 280,000 copies of picture books for young chil-
dren supervised by NTT CS Labs have been pub-
lished. What is significant is that these books are not 
digital but rather printed material that children can 
interact with using the five senses. More recently, 
“personalized educational picture books” was pro-
posed in collaboration with NTT Printing Corpora-
tion. These are educational picture books with pic-
tures emphasizing new words for an individual child 
to learn on the basis of vocabulary checking con-
ducted by the child’s parents and on a child-vocabu-
lary-development database developed through 
research at NTT CS Labs. This venture began with 
picture books to be read out loud to children, but 
more recent research at NTT CS Labs revealed that 
an understanding of characters and their correspon-
dence to sounds actually starts around three years old, 
slightly before the ability to read and write hiragana 
(Japanese syllabic characters). Thus “names-in-hira-
gana/katakana picture books” was proposed to gen-
erate interest in characters targeting children of about 
three years old. Personalized educational picture 
books can now be ordered online at ehon.nttprint.com 
[8].

NTT CS Labs has also undertaken research on the 
interaction between a parent and infant focusing on 
the parenting side. Parenting stress and postpartum 
depression in mothers, child abuse and neglect, etc. 
have become problems throughout society. To study 
how mothers interact with infants, types of infant 
vocalizations and the manner in which a mother 
approaches her infant in response to those sounds 
were investigated. It was found that a mother would 
reflexively respond to the sound of crying and that her 
response in approaching her infant would become 
stronger the more urgent those sounds feel to her. In 
short, the sound of crying arouses a feeling of want-
ing to respond quickly (a sense of urgency) in the 
mother, who then approaches the child in a reflexive, 
unconscious manner.

Humans are equipped with a mechanism for sup-
pressing this reaction. Specifically, there is a hor-
mone called oxytocin. This hormone serves to secrete 
mother’s milk. It is also called a prosocial hormone 
since it is known to easily arouse positive emotions 
with respect to another person. The concentration of 
oxytocin is also known to have a positive correlation 
with caregiving motivation in the mother. Research at 
NTT CS Labs has found that oxytocin suppresses this 
reflexive impulse in the mother to approach her infant 

at the sound of crying [9]. This research suggests that 
if the level of oxytocin is low, the mother loses her 
composure and wants to quickly stop her baby from 
crying, but if the level of oxytocin is high, parasym-
pathetic nerve activity increases, resulting in making 
the mother more relaxed and suppressing a reflexive 
approach to her crying baby. This result may lead to 
knowledge on how to promote a sense of well-being 
in parenting.

5.   Creating new forms of communication

NTT CS Labs is also working on ways of commu-
nicating, that is, on creating new forms of communi-
cation. “The medium is the message” is the famous 
phrase coined by Marshall McLuhan, a scholar of 
English literature. Through these words, McLuhan 
asserts that a message includes the means of convey-
ing the message and stresses the importance of the 
medium that transmits the message in communica-
tion, that is, the sensory image that the medium itself 
possesses. In this regard, there is the famous slogan 
“Reach out and touch someone” used by AT&T, the 
American telecommunications company, in commer-
cials in the 1970s with the intention of softening its 
stiff image [10]. McLuhan contributed to the creation 
of this catchphrase, which was novel for its time.

In line with this “reach out” point of view, NTT CS 
Labs once researched a room-sized remote communi-
cation system called “t-Room.” This is a system in 
which multiple geographically and temporally sepa-
rated users share the “feeling of being in the same 
room” while being at remote locations [11]. However, 
t-Room did not include the sharing of the sense of 
touch. For this reason, NTT CS Labs is now research-
ing new sensation-presentation technology using 
touch that would enable kansei (emotionally rich and 
sensitive) communication to convey deep feelings by 
touch. The “Mega-Futuristic Experiential Public 
Telephone” (versions 3 and 4) proposed in 2018 is a 
touch-based communication system in which press-
ing the push buttons of a telephone causes a variety of 
tactile sensations to stimulate the other party’s body. 
More recently, new systems such as Remote High 
Five and Public Booth for Vibrotactile Communica-
tion that truly share tactile sensations beyond distance 
have been proposed [12].

NTT CS Labs is also researching a means of speech 
conversion that would enable content that one would 
like to convey to be freely converted to one’s desired 
form of expression for transmitting and receiving. 
This research is expected to create new forms of  
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communication that extend human vocal and audito-
ry functions.

To achieve communication that reaches the heart, 
methods are needed for picking up what a person is 
feeling from the outside without placing too much of 
a burden on that person. Regarding the well-known 
saying, “the eyes are the window to the soul,” NTT 
CS Labs discovered that a human’s pupil uncon-
sciously constricts on seeing an attractive face. Con-
sequently, if the size of a person’s pupil can be mea-
sured in real time, it would be possible to pick up 
what that person is feeling to some extent. At the 
same time, it was found that making a person’s pupil 
constrict through luminance/contrast changes actual-
ly enhanced the attractiveness of a face as seen by that 
person. This result suggests that controlling—as 
opposed to measuring—the size of a pupil could 
change to some extent that person’s preferences [13].

6.   Spiritually rich society with diverse values 
in harmony

Finally, from the viewpoint of heartfelt contact, I 
would like to introduce research in pursuit of the 
essence of communication from a slightly different 
angle. It is often said that modern society is becoming 
increasingly divided. Due to the flood of information, 
people are becoming increasingly confrontational 
when they see two sides of an issue that appear to be 
at odds with each other. Instead of listening to differ-
ent opinions, they take one side while sacrificing the 
other, as in globalism or nationalism, centralization 
or decentralization, and analog or digital. However, 
precisely for this reason, it is indispensable to create 
a spiritually rich society that allows for contradic-
tions, recognizes diverse values, deepens mutual 
understanding through communication while protect-
ing privacy, and nurtures heartfelt contact by promot-
ing empathy.

In machine learning, especially deep learning, a 
massive increase in data and the need to protect pri-
vacy are generating a need to distribute and store 
training data on a group of local servers. However, if 
each server should train locally under these condi-
tions, the end result will be trained models that are 
different and mutually contradictory. These models 
will not converge if they are poorly coordinated. 
Therefore, NTT CS Labs devised an asynchronous 
distributed deep-learning framework in which data 
dispersedly stored on a group of dispersedly located 
servers can be trained as a global model as if the data 
were consolidated at one location by having the serv-

ers communicate with each other to build a consensus 
[14].

NTT CS Labs also devised three-dimensional (3D) 
video-generation technology to enable clear viewing 
of the corresponding 2D image with the naked eye. In 
short, this is technology that enables people who pre-
fer to view 3D images with 3D glasses and people 
who are uncomfortable with 3D and prefer 2D to 
enjoy the same image together without sacrificing the 
needs of the other [15].

7.   Conclusion

In this article, I introduced key activities at NTT CS 
Labs in pursuit of the essence of communication with 
the aim of achieving communication that reaches the 
heart, or more exactly, that reaches out and touches 
someone’s heart. The way we interact with other 
people is changing due to countermeasures and 
restrictions related to the COVID-19 pandemic. It is 
especially necessary at this time to pursue the possi-
bilities of new media leveraging the five senses while 
identifying and solving any problems that may arise 
in this pursuit. Before trying to convey one’s feelings 
to someone far away, one should realize that people 
do not sufficiently know themselves and their true 
feelings in the sense that the unconscious can be a 
stranger within. Deepening an understanding of one-
self can improve the quality of one’s daily life. Going 
forward, NTT CS Labs will challenge the so-called 
technical limits of approaching human intelligence 
and, at the same time, will strive to obtain a new 
understanding of what it means to be human by incor-
porating diverse points of view from the social sci-
ences, philosophy, and other fields.
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1.   Question-answering-style social 
dialogue system

NTT developed a social dialogue system to satisfy 
people’s desire for casually chatting with others. 
Since interaction with the system is not restricted by 
location or time, it can increase communication 
opportunities for people who live alone or in elderly 
facilities or hospitals. Since we do not need to hesi-
tate to talk to the system, unlike human interlocutors, 
it is considered promising for a variety of scenarios, 
such as enabling people who are not good at interper-
sonal communication to talk with the system or mak-
ing it easy for a person who is afraid to talk to others 
about personal issues.

To develop such a dialogue system, we first focused 

on the characteristics of casual dialogue. The first 
characteristic is open-domain dialogue, meaning a 
wide range of topics that can appear in dialogue. We 
examined the 3680 text of social dialogues we col-
lected from crowd-workers and found that 18,000 
topics were included in these dialogues. Even the 
most common topic, “travel,” accounted for only 
0.7% of the total, making for an extremely long-tailed 
distribution. The second characteristic is the diversity 
of the dialogue flow. In a task-oriented dialogue such 
as scheduling, there is a certain flow, and a system 
can be designed with this flow in mind. However, 
since the flow of a casual dialogue varies greatly from 
moment to moment, it is difficult to assume the flow 
in advance.

Because of these characteristics, the initial approach 
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to developing a social dialogue system was to gener-
ate responses to the user’s utterances in a question-
answer fashion. With this approach, a large number of 
input-output pairs (response patterns) are prepared in 
advance, and responses are generated by searching 
for patterns that are similar to the user utterances. 
Since a dialogue is composed of a series of utteranc-
es, the context of a dialogue should be taken into 
account. However, the number of possible combina-
tions of utterances is too large to practically generate 
system utterances while taking into account the con-
text.

There are three typical methods for creating 
response patterns: rule-based, extraction-based, and 
generation-based. The rule-based method involves 
creating response rules. With this method, the rule 
designer creates a system response to the expected 
user speech, such as “hello” when the user says 
“hello,” or “good night” when the user says “sleepy.” 
Since the responses are created manually, the system 
has the advantages of high controllability, low risk of 
inappropriate speech, and ease of preparing speech 
that entertains the user such as current events. 
Because of these advantages, most current commer-
cial social dialogue systems such as Siri are based on 
rules. One of the disadvantages of rule-based systems 
is that it is difficult to construct a system that can 
handle a wide range of topics because the utterances 
are constructed manually.

The extraction-based method involves extracting 
and retrieving sentences (examples) from large-scale 
data and using them in speech. There are two 
approaches to this. One is to use similar sentences as 
examples (newspaper articles, blogs, single tweets, 
etc.), and the other is to use pairs of utterances as 
examples (dialogue logs, tweet replies, question-
answer, etc.). The advantages of this method are that 
it is inexpensive to implement and can respond to 

almost any topic. However, the approach that returns 
similar sentences has the disadvantage that the output 
tends to be a parroting of the user’s speech, while the 
approach that returns pairs of utterances tends to out-
put utterances with little relevance because the con-
text of the example does not match the context of the 
current dialogue.

The generation-based method improves the quality 
of the response utterance while taking advantage of 
the range of topics with the example-based method. 
With this method, related topics are extracted from a 
large amount of text in advance as pairs based on their 
dependency relations, and a system utterance is gen-
erated using the pairs corresponding to the important 
parts of the user utterance. Therefore, irrelevant sen-
tences and parroting, which are problems with the 
extraction-based method, can be suppressed, and 
high-quality utterances can be generated.

NTT combined these methods and took into 
account their advantages and disadvantages to devel-
op a social dialogue system that generates stable, 
high-quality responses.

2.   Problems with a question-answering social 
dialogue system and NTT’s approach

Despite the improvement of various methods for 
generating utterance pairs, when we actually talk to a 
dialogue system constructed with these methods, we 
sometimes find that the conversation does not mesh 
well and the dialogue breaks down. The authors 
investigated such breakdowns and found that there 
were many responses that were reasonable to indi-
vidual utterances but were not appropriate for the 
context of the dialogue. For example, as shown in 
Fig. 1, the system response “Ramen is all about the 
broth.” to the user’s utterance “I want to eat ramen.” 
is an appropriate response without looking at the 

Fig. 1.   Problems of a question-answering social dialogue system and NTT’s approach.

I can’t eat ramen because of my
cutting out carbohydrates in my diet.

Appropriate response when looking
at only the utterance pair.

System
User

You used to always eat it, so it’s difficult for me.

I want to eat ramen.

Ramen is all about the broth.

What do you mean ...?
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context. However, if the user’s utterance is in the con-
text of the user’s inability to eat ramen due to carbo-
hydrate restriction, the above system utterance will 
not make sense because it ignores the user’s intention. 
However, even if we wanted to output the system 
utterance taking the context into account, it would be 
impossible with the methods we have discussed thus 
far due to the huge number of combinations in the 
utterance history. 

NTT took three different approaches to develop a 
more effective social dialogue system. The first 
approach is to reset the context by switching speak-
ers. The authors proposed a method of reducing the 
user’s sense of discomfort due to discrepancies with 
the context, even when using a relatively small 
amount of data, by having multiple robots collaborate 
in a dialogue and having one of the robots interrupt 
and reset the context as needed [1]. We also found 
that by creating a natural dialogue between robots in 
advance, we can continue the dialogue naturally by 
interrupting the inter-robot dialogue when the dia-
logue is about to break down or create a flow of con-
versation that develops from the user utterance. By 
applying these functions, we conducted a demonstra-
tion experiment of a “knowledgeable AI (artificial 
intelligence) robot” at the Kyoto City Zoo and 
obtained dialogues between visitors and the robot to 
deepen their knowledge about animals [2].

The second approach is to construct a sequence of 
dense response patterns restricted to specific topics. 
Although this is far from the original concept of 
open-domain dialogue, it is a straightforward 

approach to consider the context by limiting the top-
ics. However, in a normal social dialogue, we do not 
know how the topic will develop. For this reason, we 
focused on discussion dialogues as a middle ground 
between task-oriented dialogues and social dialogues 
in which topics can be easily limited. For a particular 
proposition (e.g., whether to live permanently in the 
countryside or city), we prepared 20 arguments (e.g., 
comfort in old age) and constructed a dense sequence 
of response patterns called an argument structure by 
connecting opinions supporting and opposing each 
argument as a tree structure (Fig. 2). The developed 
social dialogue system was presented at the SXSW 
(South by South West) exhibition in Austin, USA, in 
collaboration with the Ishiguro Laboratory of Osaka 
University and ATR (Advanced Telecommunications 
Research Institute International), to achieve context-
based discussion dialogue.

The third approach is to draw the user into a spe-
cific context by guiding the user utterances. Through 
the experiments with the knowledgeable AI robot, we 
found that even in a social dialogue where there is no 
obvious flow such as in a task-oriented dialogue, if 
we can effectively guide the user utterances, we can 
keep the user in a specific dialogue flow. Using this 
knowledge, the authors developed a system for chat-
ting about travel using the same design method as the 
task-oriented dialogue system, with which we can 
easily define dialogue flow. In an experiment using 
crowd-sourcing, we confirmed that a very small 
amount of rules can result in more natural chatting 
than conventional rule-based and generation-based 

Fig. 2.   Discussion dialogue system based on argument structure.
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easier after retirement.
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be easy to live in the city after

retirement.
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systems.

3.   Rapid performance improvement with 
large-scale deep learning

All the systems mentioned thus far either manually 
select utterances or examples or combine words and 
apply them to manually constructed templates. There 
has been rapid progress in deep learning, which is 
having an enormous impact on natural-language-
processing research. In particular, a method called 
pre-training, with which the naturalness and basic 
structure of sentences are learned in advance using a 
large amount of text data, has become important. 
General-purpose language models trained using this 
method can achieve very high performance by fine-
tuning with a small amount of data for specific pur-

poses such as translation or question-answering.
Social dialogue systems are no exception, and in 

2020, a series of high-performance English social 
dialogue systems based on deep learning were pro-
posed [3]. NTT has also developed a very natural 
Japanese social dialogue system by pre-training using 
2.1 billion utterance pairs collected from Twitter 
(pairs with the context of several utterances as input 
and one subsequent utterance as output) and fine-
tuning using 200,000 pairs of high-quality dialogue 
data accumulated in previous research [4]. This sys-
tem won the top prize in the “Dialogue System Live 
Competition 3 (Live Competition 3),” a competition 
of social dialogue systems. To evaluate the system’s 
ability to handle a wide range of topics, users were 
required to select two proper nouns as topics and 
interact with the system to discuss them. Figure 3 

Fig. 3.   Dialogue example of Live Competition 3.

“How about Wednesday”? I love it. Which series do you like?

I like the Confrontational Archipelago.

Hello. Nice to meet you. Do you have any hobbies?

Hello. My hobby is watching “How about Wednesday”.

Yasuda-san is interesting, isn’t he? I also like his relationship with
Oizumi Yo.

Yes. I love the way they talk to each other.

You said that your hobby is traveling. Where have you been recently?

I went to Tokyo.

The sound of Yo Oizumi’s laughter makes me laugh, too.

That’s right. Yo Oizumi is very interesting.

Oh, I see! I don’t know Mayu Watanabe ... .

She’s a former idol from AKB, and she’s very pretty.

Tokyo! That’s great! I’d like to go there ... What is Tokyo famous for?

Asakusa is famous in Tokyo. By the way, do you know the
actress Mayu Watanabe?

System User

Confrontation Archipelago is a masterpiece! I like Europe Revenge. 
Do you have a favorite episode?

I can’t help but laugh at the times when Yasuda-san
reverses.
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shows the interaction in Live Competition 3 (system 
on the left). This user selected a variety show called 
“How about Wednesday (Suiyou doudesyou)” and 
the celebrity Mayu Watanabe as topics. It is difficult 
for conventional systems to respond appropriately to 
such detailed topics, but the system NTT constructed 
successfully continued to respond to the user.

4.   Future directions

Even though deep learning has made it possible to 
generate very natural utterances, there are still many 
challenges. For example, NTT’s social dialogue sys-
tem is trained using only the naturalness of sentences 
(generative probability) without taking into account 
the consistency and factuality of the utterances, so it 
often says things that are inconsistent with past utter-
ances or lies. In addition, it does not remember the 
content of the dialogue or the other person, so it is 
difficult to keep repeating the dialogue over a period 
of several months. We are planning to tackle these 

issues to develop a higher-performing social dialogue 
system that continuously satisfies people’s desire for 
dialogue.
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1.   Eye-hand coordination for human 
motor behavior

During daily activities, such as driving a car and 
playing sports, it is essential to properly control the 
movements of the eyes as well as those of the limbs. 
Have you ever had a tennis lesson in which you were 
told to “keep your eye on the ball”? Have you ever 
heard top athletes talk about their eyes? As these 
questions show, the brain has a mechanism for coor-
dinating the movement of the eyes and hands. In this 
article, I review conventional theories of eye-hand 
coordination from the literature then propose our 
interpretation that the spatial relationship between 
eye and hand movements is inherently linked with the 
learning and execution of new skilled reaching move-
ments. 

2.   Conventional view of eye-hand coordination

As an example of movement, let us consider reach-
ing for a cup. First, we look at the cup to confirm its 
position, and at the same time, visually acquire neces-
sary information such as the size of the cup, amount 
of water, and how easy it is to grasp. The visual reso-
lution of primates, including humans, is the highest at 
the center of the eye (fovea) and decreases towards 
the periphery. To obtain more accurate visual infor-
mation for the upcoming arm movement, the brain 
moves the eyes first, leading to the appropriate output 
of the arm movement.

The mechanism of eye-hand coordination has been 
extensively studied, including behavioral and neuro-
physiological experiments using human and mon-
keys. For example, it has been established that the 
eyes move before the hand, and that their temporal 
relationship is maintained within a certain range. Fur-
thermore, the location to which the gaze is directed is 
directly related to the endpoint of reaching move-
ment. This spatiotemporal coordination of eye and 
hand movements suggests that the eye and hand con-
trol systems in the brain exchange information to 
produce spatiotemporally coordinated motor output. 
The full extent of the brain mechanisms underlying 
eye-hand coordination is still under investigation, but 
it has been reported that various neural networks, 
including the cerebral cortex, cerebellum, and brain-
stem, are involved [1]. It is worth noting that theories 
in the previous studies have generally emphasized the 
importance of reaching behavior when looking at a 
target (foveal reach) compared with that when look-
ing elsewhere (peripheral reach).

3.   Questioning the conventional theory

While previous studies have mainly involved tasks 
in which participants performed reaching movements 
on a stationary target, target objects can move in com-
plex and unpredictable ways in actual environments. 
For example, in tennis and baseball, we need to make 
decisions and produce complex movements (motor 
skills) within a limited time of a few hundred  
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milliseconds. Does the conventional view based on 
the superiority of foveal reach still apply in such com-
plex situations? Furthermore, how important is the 
eye-hand coordination in the process of acquiring and 
executing novel motor skills? These questions are the 
starting point of our research.

At NTT Communication Science Laboratories, we 
have conducted a series of studies on experimental 
tasks such as reaching for a target with unpredictable 
movements [2] and measuring the batting of profes-
sional baseball players [3]. We observed coordination 
patterns of eye-hand movements even for tasks 
requiring complex motor skills, but the results of the 
detailed analysis of spatiotemporal coordination pat-
terns were not necessarily consistent with the conven-
tional theory on the basis of the dominance of foveal 
reach. For example, in the results of the batting 
experiments with professional baseball players, rapid 
eye movements (saccades) toward the ball were fre-
quently observed just 100 ms before the bat hits the 
ball. It takes more than 100 ms to swing a bat, so 
when the eyes move, the hand has already started to 
move. Given the processing time in the brain from 
vision to motor output, even if the ball is detected at 
the center of the eye at the moment of hitting, that 
visual information cannot be used for this batting. 
Nevertheless, why do top players frequently move 
their eyes just before hitting?

4.   Eye-hand coordination directly related to 
motor learning of reaching movements

Considering the results of previous studies and 
common concepts, we hypothesized that the spatial 
relationship between the eyes and hand, regardless of 

foveal vision or peripheral vision, is an important fac-
tor in the acquisition and execution of motor skills for 
reaching [4]. To test this hypothesis, we conducted a 
series of experiments (Experiments 1 and 2) to evalu-
ate the relationship between motor learning and eye-
hand coordination.

First, we describe an experimental method for 
quantifying motor learning. Participants move a sty-
lus pen on a digitizing tablet to put a visual cursor into 
the target, which is displayed on a computer monitor 
(Fig. 1(a)). During this reaching task, a visuomotor 
rotation of about 30° is introduced between the actual 
hand motion and visible cursor motion (Fig. 1(b)). 
Even if participants correctly move their hand toward 
the target, the visual cursor deviates from the target, 
resulting in a reaching error. With repetition involv-
ing hundreds of trials, hand movement gradually 
changes, decreasing the reaching error. This change 
in motor outputs can be evaluated as motor learning.

We used a learning paradigm to investigate how 
foveal and peripheral reach are related to motor learn-
ing in Experiment 1 (Fig. 2(a)). Under Condition 1, 
participants learned the visuomotor rotation with 
foveal reach (Fig. 2(b), Condition 1). We then com-
pared the degree of motor-memory retrieval between 
foveal reach, the same coordination as during learn-
ing, and peripheral reach, different coordination from 
learning. The results indicate that the retrieval of 
motor memory was lower for peripheral reach than 
for foveal reach (Fig. 2(c), Condition 1). Under Con-
dition 2, participants learned with peripheral reach 
(Fig. 2(b), Condition 2). We found that, unlike the 
results for Condition 1, the retrieval of motor memory 
was lower for foveal reach than for peripheral reach 
(Fig. 2(c), Condition 2). These results cannot be 

Fig. 1.   Apparatus and paradigm for motor-learning experiment.
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explained by the conventional theory that foveal 
reach is necessarily superior to peripheral reach 
under any condition. Instead, our results indicate that 
the spatial relationship between the eyes and hand 
used during learning needs to be maintained after 
learning to perform the learned reaching movements 
efficiently.

These results can be explained if we assume that 
foveal and peripheral reach are processed in different 
areas (or representations) of the brain (Fig. 2(d)). In 
this interpretation, the results of motor learning, or 
motor memory, would be associated with the repre-
sentation of the eye-hand coordination used during 
learning. Therefore, if we use a different spatial eye-
hand relationship between during and after learning, 
we are not able to have full access to motor memory. 
If this interpretation is correct, it may be possible to 

acquire different motor skills simultaneously by mak-
ing good use of distinct representations related to 
eye-hand coordination. To test this possibility, we 
conducted Experiment 2.

Simultaneous acquisition of different motor skills 
is equivalent, for example, to practicing the forehand 
and backhand shots in tennis at the same time. For 
beginners and intermediates players, it would be easy 
to imagine how inefficient and difficult it would be to 
learn to randomly switch between forehand and back-
hand shots on every attempt. The difficulty of simul-
taneous motor learning has been confirmed through 
experiments, and this is thought to be due to the fact 
that different motor memories are overwritten by 
each other across trials.

In Experiment 2, we introduced visuomotor rota-
tions with clockwise and counterclockwise directions 

Fig. 2.   Experimental tasks and results.
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as different motor skills and randomly presented two 
rotational directions across trials. Eye-hand coordina-
tion, foveal reach or peripheral reach, was also ran-
domly selected across trials. The experimental task 
was designed so that clockwise rotation was present-
ed in foveal-reach trials, and counterclockwise rota-
tion was presented in peripheral-reach trials. This 
means that the direction of visuomotor rotation was 
uniquely specified with the type of eye-hand coordi-
nation. This task design is based on the interpretation 
that different motor memories can be stored in differ-
ent brain representations associated with foveal and 
peripheral reach, allowing simultaneous learning 
with less interference. As shown in Fig. 2(e), the 
experimental results support our hypothesis, showing 
that reaching errors gradually decreased in both 
clockwise and counterclockwise rotations (i.e., both 
foveal- and peripheral-reach trials). This indicates 
that different motor skills can be acquired simultane-
ously. In addition to the decrease in reaching errors, 
we found a clear aftereffect*, suggesting that in the 
post-learning phase, the brain accessed the appropri-
ate motor memory in accordance with the eye-hand 
coordination (foveal reach or peripheral reach) that 
participants performed in that trial.

5.   Future prospects

Our research results revealed that the spatial rela-
tionship between gaze and reaching target, specifi-
cally foveal and peripheral reach, is inherently related 
to the process of motor learning. This suggests that, 
for the acquisition and execution of novel skills for 

reaching movements, it is more important to maintain 
a constant eye-hand coordination than to always look 
at the reach target. 

These findings are expected to be applied to new 
sports-training methods and rehabilitation programs 
that focus on the importance of the eyes. For exam-
ple, in the early stages of training, it may be useful to 
increase efficiency and speed up the learning process 
(blue area in Fig. 3). In this case, fixing the gaze on a 
single location would be an effective strategy as it can 
accelerate learning by using a single brain representa-
tion associated with a specific eye-hand coordination. 
In the latter half of the learning process, however, 
robustness of learning, such as resistance to forget-
ting, is required rather than speed (red area in Fig. 3). 
In this case, moving the gaze in various directions 
during learning would be an effective strategy to 
enable robust learning by using the multiple brain 
representations associated with different eye-hand 
coordination.

Gaze information is closely related not only to the 
movement of the hand but also to that of many other 
body parts such as the legs, head, and trunk. By 
deeply elucidating these brain mechanisms of motor 
coordination, we aim to essentially understand 
human motor control and propose ideas of potential 
applications for information and communication 
technology, such as designing interfaces that elicit 
natural human behavior and effective communication 

Fig. 3.    An example of a novel training method that involves different gaze states to enhance sports training or rehabilitation.

Le
ar

ni
ng

 e
ffe

ct
g

Fixating the gaze on a
single location: Promoting
“efficient learning”

Changing the gaze
direction: Promoting
“robust learning”

Number of trials for learning

* Aftereffect: Estimation was done in trials in which visuomotor 
rotation was removed after learning. The larger the negative 
value, the better the retrieval performance of motor memory.



Feature Articles

NTT Technical Review 38Vol. 19 No. 9 Sept. 2021

between humans and robots.
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1.   Introduction

Humans can listen to the person they want to (i.e., 
a target speaker) in a noisy environment such as a 
cocktail party by focusing on clues about that speaker 
such as her/his voice characteristics and the content 
of the speech. We call this ability selective hearing. It 
has been the goal of speech-processing researchers to 
reproduce a human’s selective hearing ability. When 
several people speak together, the speech signals of 
the speakers tend to overlap, creating a speech mix-
ture. It is difficult to distinguish the speech of the 
target speaker from that of the other speakers in such 
a mixture since all speech signals share similar char-
acteristics. One conventional approach to address this 
issue is to use blind source separation (BSS), which 
separates a speech mixture into the source speech 
signals of each speaker. Research on BSS has made 

tremendous progress. However, BSS algorithms usu-
ally (1) require knowing or estimating the number of 
speakers speaking in the speech mixture and (2) 
introduce an arbitrary permutation between the sepa-
rated outputs and speakers, i.e., we do not know 
which output of BSS corresponds to the target speak-
er. These limitations of BSS can impede the deploy-
ment of BSS technologies in certain practical appli-
cations.

Target-speech extraction is an alternative to BSS 
that has attracted attention. Instead of separating all 
speech signals, target-speech extraction focuses on 
extracting only the speech signal of the target speaker 
from the mixture. It uses clues about the target speak-
er to identify and extract that speaker in the mixture 
[1, 2, 3]. Several speaker clues have been proposed 
such as an embedding vector that is derived from a 
pre-recorded enrollment utterance and represents the 
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voice characteristics of the target speaker (audio clue) 
or video data showing the lip movements of the target 
speaker (video clue). Using such speaker clues, these 
speech extraction methods focus on only extracting 
the target speaker without requiring the number of 
speakers in the mixtures. The output of the methods 
corresponds to the target speaker, avoiding any per-
mutation ambiguity. Therefore, target-speech extrac-
tion naturally avoids the limitations of BSS.

In this article, we briefly review the audio-clue-
based target-speech extraction method, Speaker-
Beam. We experimentally show one of its limitations, 
i.e., performance degrades when extracting speech in 
mixtures of speakers with similar voice characteris-
tics. We then introduce the multimodal (MM) exten-
sion of SpeakerBeam, which is less sensitive to the 
above problem. Finally, we discuss how the princi-
ples of target-speech extraction can be applied to 
other speech-processing problems and expand on 
future work directions to achieve human’s selective 
hearing ability.

 
2.   SpeakerBeam: Neural-network-based 
target-speech extraction with audio clues

Figure 1 is a schematic of SpeakerBeam, which is 
a neural network (NN)-based target-speech extrac-
tion method that exploits audio clues of the target 
speaker. SpeakerBeam consists of two NNs. The 
speaker-characteristic-computation NN accepts an 

enrollment recording of the voice of the target speak-
er of about 10 seconds and computes a speaker-
embedding vector representing her/his voice charac-
teristics. The target-speech-extraction NN accepts the 
mixture signal and speaker-embedding vector and 
outputs the speech signal of the target speaker with-
out the voice of the other speakers. The speaker-
embedding vector informs the target-speech-extrac-
tion NN which of the speakers from the mixture to 
extract. These two networks are trained jointly to 
obtain speaker-embedding vectors optimal for target-
speech extraction. SpeakerBeam was the first method 
for target-speech extraction based on audio clues 
representing the voice characteristics of the target 
speaker.

We conducted experiments to evaluate Speaker-
Beam’s performance using two-speaker mixtures 
generated from a corpus of English read speech utter-
ances. Figure 2(a) shows the extraction performance 
of SpeakerBeam measured with the signal-to-distor-
tion ratio (SDR). The higher the SDR the better the 
extraction is. SpeakerBeam achieved high extraction 
performance on average with an SDR of more than 8 
dB. However, by breaking down this number in terms 
of performance for mixtures of speakers of the same 
or different sexes, we observed a severe degradation 
in performance by more than 2 dB when extracting 
speech from same-sex mixtures. This reveals the dif-
ficulty of SpeakerBeam to identify and extract the 
target speech when the speakers in the mixture have 

Fig. 1.   Principle of SpeakerBeam.
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relatively similar voice characteristics, which occurs 
more often with same-sex mixtures. One approach to 
address this issue is to rely on other clues than audio 
clues to carry out target-speech extraction such as 
video clues that do not depend on voice characteris-
tics.

3.   MM SpeakerBeam

In parallel to audio clues, others have proposed 
using video clues to carry out target-speech extrac-
tion. For example, Ephrat et al. [3] used a video 
recording of the face and lip movements of the target 
speaker to extract speech. Their method uses a pre-
trained NN, such as FaceNet, to extract features or 
face-embedding vectors representing the characteris-
tics of the face of the target speaker. These face-
embedding vectors form a dynamic representation of 
the lip movements of the target speaker speaking in 
the mixture. They are fed to a target-speech-extrac-
tion NN, similar to that of SpeakerBeam, to identify 
and extract the speech signal in the mixture that cor-
responds to those lip movements. The video clues do 
not depend on the voice characteristics of the target 
speaker. Therefore, video-clue-based approaches can 
be used even when the speakers have similar voice 
characteristics. For example, in an extreme case, Eph-

rat et al. [3] showed that video-clue-based approaches 
could even extract speech in a mixture of two speech 
utterances of the same speaker as long as the speech 
content, thus lip movements, were different. Howev-
er, video clues are sensitive to obstructions, i.e., when 
the mouth of the target speaker is hidden from the 
video, which often occurs.

We previously proposed an extension of Speaker-
Beam called MM-SpeakerBeam that can exploit 
multiple clues [4, 5]. For example, by using both 
audio and video clues, we can combine the benefits of 
audio- and video-clue-based target-speech extraction, 
i.e., robustness to obstructions in the video thanks to 
the audio clue and handling of mixtures of speakers 
with similar voices thanks to the video clue. Figure 3 
is a schematic of MM-SpeakerBeam. MM-Speaker-
Beam exploits both video and audio clues and uses a 
face-characteristic-computation NN to extract a time 
sequence of face-embedding vectors from the video 
clue, as in Ephrat et al.’s study [3], and a speaker-
characteristic-computation NN to extract speaker-
embedding vectors, as in audio-clue-based Speaker-
Beam. MM-SpeakerBeam includes a clue-selection 
mechanism to select the speaker clues based on clue 
reliability, which dominantly exploits audio clues 
when the face is obstructed in the video and the video 
clues when the speakers have similar voice 

Fig. 2.   Evaluation of SpeakerBeam performance on two-speakers mixtures.
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characteristics. We implemented the clue-selection 
mechanism using a similar attention mechanism to 
that initially proposed for neural machine translation. 
The target-speech-extraction NN is similar to that of 
SpeakerBeam. Thanks to the clue-selection mecha-
nism, we can combine clues optimally depending on 
the situation, making MM-SpeakerBeam more robust 
than target-speech-extraction methods relying on a 
single modality.

Figure 2(b) shows the speech-extraction perfor-
mance of MM-SpeakerBeam. We can see that the 
overall performance improves and that the largest 
improvement was achieved for same-sex mixtures. 
These results reveal that by exploiting multiple 
modalities (here audio and video), MM-Speaker-
Beam can achieve more stable performance. We refer 
the readers to our demo webpage [6] to listen to vari-
ous examples of processed signals.

 
4.   Extension to other speech-processing tasks

We can apply the principle of SpeakerBeam to 
speech-processing tasks other than target-speech 
extraction. For example, after we proposed Speaker-
Beam, others have used a similar method to achieve 
target-speaker voice-activity detection (TS-VAD) [7], 
which consists of estimating the start and end timing 
of speech of the target speaker in a mixture. TS-VAD 
is an important technology when developing auto-
matic meeting-transcription or minute-generation 
systems as it enables us to determine who speaks 

when in a conversation. The use of target-speaker 
clues is very effective for voice-activity detection 
under challenging conditions [7]. Another extension 
of SpeakerBeam consists of target-speech recogni-
tion, which outputs the transcription of the words 
spoken by the target speaker directly, without any 
explicit speech-extraction step [8].

 
5.   Future perspectives

There are various potential applications for target-
speech extraction such as for hearing aids, hearables 
or voice recorders that can enhance the voice of the 
speaker of interest, and smart devices that respond 
only to a designated speaker. Target-speech extrac-
tion can also be useful for automatic meeting-tran-
scriptions or minute-generation systems. We plan to 
extend the capability of SpeakerBeam to get closer to 
human selective hearing ability, thus open the door 
for novel applications.

One of our recent research interests is to extend the 
extraction capabilities of SpeakerBeam to arbitrary 
sounds. Figure 4 illustrates the concept of our recent-
ly proposed universal sound selector [9]. This system 
uses clues indicating which sound categories are of 
interest, instead of audio or video clues. With this 
system, we can develop hearing devices that can 
extract different important sounds from the environ-
ment (e.g., woman or siren in the figure) while sup-
pressing other disturbing sounds (dog barking, car 
noise, or man speaking) depending on the user or 

Fig. 3.   MM-SpeakerBeam.
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situation. Interested readers can find a demo of this 
system on our webpage [10].

Finally, humans can focus on a conversation 
depending on its content. A well-known example is 
that we can easily pick up when someone is saying 
our name at a cocktail party. Humans can thus exploit 
more abstract clues, as well as audio and video, to 
achieve selective listening such as the topic of a con-
versation or other abstract concepts. To achieve 
human selective hearing, we should extend Speaker-
Beam to speech extraction on the basis of such 
abstract concepts. This introduces two fundamental 
research problems. First, how to represent abstract 
speech concepts. We have made progress in this 
direction [11]. The second problem consists of how to 
extract the desired speech signal on the basis of such 
abstract concept representations. We will tackle these 
problems in our future research.
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1.   Learning from illusions

Compared with visual displays (monitors) and 
auditory displays (loudspeakers), it may seem that 
tactile displays have not reached a practical level, but 
their ability to represent tactile sensation is steadily 
improving. For example, the controller of a video-
game console can simulate the tactile texture (how 
something feels to the touch) of a variety of objects 
by controlling a built-in oscillator. However, a tech-
nique capable of eliciting the perception of a tactile 
sensation, i.e., giving someone the impression that 
she/he is physically touching the object in question 
rather than receiving a tactile sensation via a control-
ler, is yet to be established. When someone touches 
an object directly, his/her perception of the texture of 
that object is based not only on the kinetic sensation 
on the skin but also on various other physical proper-
ties, such as shape, irregularities on the surface, elas-
ticity, heat conductivity, and moisture content. This is 
why it is difficult to fabricate a device that can flexi-
bly represent the complex properties and states of an 
object. A clue to solving this problem is using a tac-
tile illusion.

Visual illusions are well known, such as an object 
that ought to appear stationary looks as if it is mov-
ing. However, there are also tactile illusions, which 
are perceived via touch on the skin of the hands, for 

example. Tactile illusions can take a variety of forms 
depending on the properties that someone feels are 
different from the actual properties, such as shape, 
weight, movements, and tactile texture [1, 2]. Tactile 
illusions are important because they provide a clue as 
to how we estimate the properties of an object when 
we touch it. This article focuses on the velvet hand 
illusion, which is a tactile texture illusion. This illu-
sion occurs when wires, such as tennis racket strings, 
are held between two hands and either the hands or 
the wires are moved back and forth, resulting in a 
tactile sensation that is strange and different from that 
of the wires (Fig. 1) [3]. The reason it is called the 
“velvet” illusion is due to the fact that the strange 
tactile sensation produced is similar to the sensation 
of touching velvet. This sensation provides a signifi-
cant hint about tactile illusions. That is, in this illu-
sion, a sensation like that of touching velvet, while 
completely at odds with the real object being touched, 
is produced directly on the skin of the palms. This 
illusion can be induced simply by moving the wires 
despite the fact none of the complex characteristics of 
the wires, such as shape, irregularities on the surface, 
and elasticity, are controlled. We surmised that a 
close examination of this phenomenon could provide 
a clue as to how to create a variety of tactile but illu-
sory sensations directly on the skin of the hands.

Technique for Modulating the Tactile 
Sensation of Objects Using an Illusion
Takumi Yokosaka, Scinob Kuroki, and Shin’ya Nishida

Abstract
The human ability to determine the tactile textures of objects seems to be very stable: When someone 

rubs, holds, hits, or touches a stone, for example, she/he never confuses its tactile texture with that of fur 
or a sponge. However, the phenomenon known as the velvet hand illusion indicates that human percep-
tion of tactile texture can be easily distorted. This article describes a psychological study that examined 
the nature of this tactile illusion and presents a technique with which the perception of texture can be 
modulated using this phenomenon.

Keywords: haptics, tactile illusion, material perception
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2.   What type of illusion is the velvet 
hand illusion?

When someone experiences the velvet hand illu-
sion, she/he finds it difficult to describe precisely the 
strange tactile sensation she/he feels when the wires 
are moved. This makes it difficult to define the ques-
tion that the study of the velvet hand illusion needs to 
focus on. That is, it is difficult to understand qualita-
tively and quantitatively what type of illusion the 
velvet hand illusion is and how it is caused. There-
fore, we conducted an experiment to gain a clearer 
understanding of what kind of phenomenon the vel-
vet hand illusion is [4]. In this experiment, the par-
ticipants compared the tactile sensation when wires 
were moved between the two palms, namely, what 
they felt while the velvet hand illusion was occurring 
(Fig. 2(a)) and the tactile sensation produced with 
various commonly used materials (Fig. 2(b)). To 
identify how the tactile sensation varies when the 
intensity of the velvet hand illusion changes, we con-
trolled the intensity of this illusion by presenting a 
variety of wire-related conditions, i.e., manipulating 
the distance between the wires, moving them verti-
cally or horizontally, and touching them only with 
one hand (Fig. 2(c)). We also asked the participants to 
indicate the intensity of the velvet hand illusion for 
each condition.

The degree of similarity between the tactile sensa-
tion in the velvet hand illusion and the real texture of 
various materials was visualized on a two-dimension-
al (2D) space, as shown in Fig. 3. In other experi-

ments in which the textures of various materials and 
those in the velvet hand illusion were evaluated in 
terms of roughness and hardness, we found that the 
horizontal axis of the 2D space corresponds to soft-
ness and warmth and the vertical axis to smoothness. 
The intensities of the illusory sensations evaluated 
under various wire-related conditions were not used 
in this analysis. Nonetheless, the different tactile sen-
sations were plotted linearly from the condition of 
weak illusion intensity to that of strong illusion inten-
sity. The correlation coefficient between the illusion 
intensity and horizontal axis was 0.75 and that 
between the illusion intensity and vertical axis was 
–0.93. It was found that the illusion was the weakest 
when the wires were touched with one hand (bottom 
right in Fig. 3). In this case, what was felt when 
touched most closely resembled the actual texture of 
a wire mesh. This seems a reasonable result consider-
ing that both the wires and a wire mesh are hard and 
linear materials. It was also found that the stronger 
the illusion, the more the tactile sensation shifts 
towards the upper left in Fig. 3, indicating that the 
tactile sensation gets softer and smoother. The illu-
sion was the strongest when the wires were 75 mm 
apart, sandwiched between both hands, and moved 
back and forth. The tactile sensation was similar to 
the real texture of cloth or leather. These experimen-
tal results revealed that the velvet hand illusion is a 
phenomenon in which humans perceive that the tex-
ture of wires, which are inherently hard and rough, 
changes into something soft and smooth such as cloth 
or leather when the wires are moved between the 

Fig. 1.    The velvet hand illusion occurs when wires are sandwiched between both hands and either the hands or wires are 
moved back and forth in a rubbing motion.
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hands.

3.   Extension of the illusion for any material

It has become clear that the velvet hand illusion is a 
phenomenon in which the perceived texture of direct-
ly touched wires changes. Can we apply this illusion 
to other materials besides wires? This is an important 
question to ask when studying potential techniques of 
presenting various tactile sensations. One obvious 
technique is to sandwich the wires between one hand 
and an object other than the other hand. However, 
there are several problems with this technique. For 
example, when wires are moved back and forth 
between a hand and object, the close contact between 
the hand and object can be lost, making the tactile 
sensation produced by the wires dominant. In addi-
tion, if the object has a rough surface, the wires can 
snag, making the movement bumpy. To solve these 
problems, we have taken into account the fact that the 
velvet hand illusion can also be produced by moving 
a thin board with a hole in it, instead of wires, 
between two finger pads [5]. This technique also 

allows the board to be sandwiched between two 
hands (Fig. 4(a)). It has also been found that the vel-
vet hand illusion can be produced not only by moving 
the hole back and forth but also by rotating it 
(Fig. 4(b)). These findings suggest that it is not nec-
essary to move the hole across the entire palm to 
produce the illusion. This led us to hypothesize that 
rubbing the hole with the outer part of the palm could 
produce the illusion in the central part of the palm 
confined by the edge. We have thus discovered a tech-
nique of manipulating the tactile sensation of a 
touched object by rotating a sheet of heavy paper held 
between a hand and object (Fig. 4(c)). We refer to this 
technique as the frame-rotation technique. This tech-
nique does not require anything to move a long dis-
tance between a palm and object. Also, because few 
edges exist in the rotating direction, they do not get 
caught on the object; thus, the paper can be moved 
smoothly.

Fig. 2.    The experimental setup to evaluate the tactile sensation of the velvet hand illusion [4]. (a) Presentation of wires. (b) 
Presentation of various materials. (c) A variety of wire-related conditions.

(a)

Wires

Curtain
CurtainVarious

materials

Horizontal motion Vertical motion

Spacing between wires = 0, 25, 50, and 75 mm

One hand

(b)

(c)



Feature Articles

49NTT Technical Review Vol. 19 No. 9 Sept. 2021

Fig. 3.    Results of the tactile-texture evaluation experiment for the velvet hand illusion [4]. The blue dots indicate the 
conditions under which the wires are touched (whether the wires were touched with both hands or with one hand, 
whether the wires were moved horizontally or vertically, etc.).
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Fig. 4.   Extension of the velvet hand illusion ((a) and (b)) and the frame-rotation technique (c).

1

3

2

4

(a) (c)

(b)



Feature Articles

NTT Technical Review 50Vol. 19 No. 9 Sept. 2021

4.   The perception of the tactile texture of an 
object can be made to be soft and smooth using 

the frame-rotation technique

We conducted experiments to ascertain whether 
this technique can make a range of objects feel soft 
and smooth [6]. Participants were asked to evaluate 
the textures of various materials and how similar the 
textures of the same materials were when the frame-
rotation technique was applied. As in Fig. 3, the 
experimental results were visualized in a 2D space, as 
shown in Fig. 5. In other experiments in which the 
textures of these materials were evaluated in terms of 
roughness and hardness, we found that the horizontal 
axis in the 2D space is related to softness and warmth 
and the vertical axis to smoothness. For example, it 
was found that when the frame-rotation technique 
was applied to a rough and hard carpet, the perception 
of the carpet’s texture changed to being softer and 
smoother. Thus, this technique makes the texture of 
various objects seem softer than they actually are.

As discussed above, we developed and evaluated a 
technique using the phenomenon in which the texture 
of an object can be made to seem softer and smoother, 
similar to the velvet hand illusion. The study of the 
brain mechanism that causes this illusion may enable 
us to discover hitherto unknown tactile-sensation 
processing mechanisms. It would also allow us to 

develop a technique for making the perception of an 
object’s texture seem harder and rougher and one that 
allows the perception of softness and smoothness to 
be changed independently. A characteristic of this 
newly developed technique is that it requires no spe-
cial device. Anyone can easily implement it using 
items found at home. Thus, anyone without specialist 
knowledge on the operation of a vibration-presenta-
tion or power-generation device will be able to easily 
control the perception of texture. For example, this 
technique would be easy to use when a designer 
wants to convey the tactile texture of a package to his/
her clients or a sales clerk wants to demonstrate the 
effect of a product such as a softening agent.
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1.   Introduction

Internet traffic has been grown rapidly due to 
increasingly diversified traffic demands as a result of 
both video-streaming and cloud-computing services. 
To handle the changing requirements of future traffic 
in backbone networks, the concept of the elastic opti-
cal network (EON) was proposed [1]. EONs have a 
finely granular frequency grid (typically a multiple of 
either 6.25 or 12.5 GHz) to allocate the minimum 
frequency bandwidth to each channel, compared with 
the traditional flexed-grid (e.g., 50 GHz). EONs allo-
cate a different number of frequency slots (FSs) to a 
connection request in accordance with the bandwidth 
demand for more efficient spectral utilization. How-
ever, non-uniform FS allocation results in spectral 
fragmentation that degrades spectral utilization. 
Therefore, efficient use of the spectral resources in 
EONs requires a routing and spectrum assignment 
(RSA) algorithm that can prevent spectral fragmenta-
tion. 

Research into optical networking has yielded pro-
posals based on RSA using deep reinforcement learn-
ing (DRL) [2] in EONs. The pioneering studies are on 
DeepRMSA [3] and its improved version [4], which 
determine the routing path among K shortest paths 
(KSPs), outperforming traditional RSA based on 

shortest path and KSP algorithms. These pioneering 
studies indicated that DRL-based RSA is promising. 
In this article, we introduce the basic concept of RSA 
in EONs followed by DRL-based RSA algorithms for 
efficient network planning in EONs. We then explain 
our proposed DRL-based RSA algorithm called 
Mask RSA along with its performance evaluation.

2.   EONs

EONs have emerged as one of the most promising 
network technologies for next-generation optical net-
works. In simulation, an EON consists of nodes and 
links, and each link has FSs. FSs are represented as 
indexed list of FS status, e.g., available and occupied 
FSs are represented as 1 and 0, respectively, then FSs 
indicate a list [0,0,0,1,1,1,0,1,1]. Each connection 
request has a duration, and when the duration elapses, 
the FSs that were used are released. 

Figure 1 illustrates an example of a simulated EON 
that consists of four nodes, A, B, C, and D, and four 
links, A-B, B-C, C-D, and D-A. Each link has eight 
FSs. Let us take the case of an incoming connection 
request from node A to node C with two FSs. To 
check which FSs are available to assign in the route 
A-B-C, FSs of links in the route are calculated by the 
bitwise AND operation; the FSs of A-B are 
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[0,1,1,1,0,0,1,1] and B-C are [1,1,1,0,0,1,1,1], and 
the resulting FS status is [0,1,1,0,0,0,1,1]. In the 
route, assignable candidates are the 2nd and 3rd and 7th 
and 8th FSs. Like this example, a spectrum continuity 
constraint (i.e., same FSs should be used across links) 
exists, which ensures that all links in the end-to-end 
route use the same FSs. Spectrum assignment (SA) 
algorithms determine which candidates are used, as 
explained in the following section. 

3.   RSA

To give an overview of RSA, let us take an example 
of a well-known heuristic algorithm, the KSP and 

first fit (KSP-FF) algorithm. The KSP-FF algorithm 
solves the routing subproblem (by KSP) and SA sub-
problem (by FF) separately. It first determines a route 
then the FSs to be used. Figure 2 shows an overview 
of determining which route and FSs. 

In routing, the KSP-FF algorithm first precomputes 
a routing table that is an ordered list of the K routes 
between all pair of nodes. Next, when a connection 
request arrives, KSPs are obtained from the routing 
table by using the pair of source and destination 
nodes. Finally, a path where assignable FSs exist is 
searched for in order of shorter paths. When available 
FSs do not exist in K routes, the connection request is 
rejected, which is called blocking. After routing, 

Fig. 1.   Spectrum assignment example in an EON.
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spectrum assignment by FF is executed; in all assign-
able FSs, the lowest indexed FSs are selected. This 
assignment procedure packs existing connections 
into the smallest number of FSs, leaving a larger 
number of available FSs. 

An efficient RSA algorithm can prevent spectral 
fragmentation. Let us take two cases in which FSs are 
[1,0,0,1,0,0,1] and [0,0,0,0,1,1,1] with a 2-FS request. 
In the first case, there are many spectral losses, mak-
ing it impossible to assign the 2-FS request. The 
second case allocates FSs consecutively, so there is 
no spectrum loss and 2-FS requests can be allocated. 
Therefore, preventing spectral fragmentation can 
allocate more requests. 

4.   DRL-based RSA

An overview of dynamic RSA in the format of a 
well-known DRL modeling is shown in Fig. 3. At 
each time step, the agent takes an action, and the 
action space is pre-defined at the formulation phase. 
For example, when DRL is applied to the routing 
subproblem that selects one of the KSPs, the action 
space is {1, 2, ..., K}, the action of which is mapped 
to the corresponding shortest path. Next, the agent 
receives an observation and reward from the environ-
ment. Observation is the status of the current environ-
ment which includes a request and a status of FS uti-
lization. Reward is a value that represents how good 
the action is. An agent takes actions on the basis of 

the observation, and parameters of the agent’s action-
decision function, i.e., a deep neural network (DNN) 
is updated to maximize the total number of rewards. 

One of the key problems with DRL-based RSA is 
how to define the action space; assignable FSs vary 
time to time and depends on routing paths. Figure 4 
shows an example of the FS selection from action 
spaces proposed in a previous study [4]. The action 
space is {1, 2}, the action of which is mapped to 
assignable candidates. In case 1, the first candidate is 
1–2 FSs, and the second one is 6–7 FSs. The DNN 
determines which candidate should be used to 
accommodate as many future connection requests as 
possible. Unlike case 1, the problem in case 2 is that 
the number of assignable candidates is less than the 
size of the action space. In this case, for actions that 
are not mapped to any assignable candidates, block-
ing is mapped; the blocking action is selected, and its 
connection request is rejected. Since this definition of 
action cannot be used to evaluate all assignable can-
didates properly when the size of the action space is 
less than the number of assignable candidates, a 
trained agent would be suboptimal. Therefore, effi-
cient DRL-based RSA algorithms need to be flexible 
in accordance with the changing number of assign-
able candidates while avoiding spectral fragmenta-
tion. 

Fig. 3.   Overview of DRL-based RSA.
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5.   Mask RSA

To handle the dynamic changes in the number of 
assignable candidates without spectral fragmenta-
tion, our Mask RSA masks unassignable candidates 
to take into account assignable ones. Mask RSA is 
based on our past study [5].

First, we explain the definition of an action space in 
Mask RSA. Mask RSA implements routing by select-
ing one of the KSPs, and SA is executed by selecting 
the first index of used FSs. Thus, an action space in 
Mask RSA is defined as {1, 2, ..., S × K, S × K + 1}, 
where S and K are the numbers of FSs and paths, 

respectively. The option of an action is do-nothing; if 
assignable resources do not exist in a KSP, take the 
action of do-nothing, which leads to blocking. For 
example, when the selected action number is 120, (1) 
do-nothing if 120 > S × K; otherwise (2) the selected 
path is 120/S  and the start index of used FSs is 120 
mod S. This formulation makes an agent select a rout-
ing path and FSs concurrently.

Figure 5 gives an overview of Mask RSA infer-
ence. To handle dynamic changes in the number of 
assignable candidates, the masking approach is used. 
First, for each routing path, an assignable boundary 
slot mask (ABSM) is generated as a vector with its 

Fig. 4.   Example of FS selection.
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assignable position at a boundary of 1; otherwise, 0. 
An ABSM can prevent spectral fragmentation since it 
takes into account only boundaries. Next, a do-noth-
ing mask is created; 0 when assignable candidates 
exist among KSPs, otherwise 1. Finally, both K 
ABSMs and do-nothing mask are concatenated to 
generate an RSA assignable mask (RSA2M). Let soft-
max() and argmax() be softmax and argmax func-
tions, respectively. The mapping function from con-
volutional neural network (CNN) output to an action 
is written as

Action no. = argmax (softmax(out  RSA2M)),
where out is a DNN output vector, and  is the Had-
amard product. This mask prevents both the examina-
tion of unassignable choices and spectral fragmenta-
tion. 

6.   Demonstration

We evaluated the performance of Mask RSA by 

comparing it with the KSP-FF algorithm through 
simulations. The simulations involved a dynamic 
traffic scenario in which requests were generated on 
the basis of a Poisson process following a uniform 
traffic distribution. The average arrival rate and ser-
vice duration for training were 10 and 12, respec-
tively. The requested FS width was randomly selected 
in the range of 1 to 8. The tested networks were 
JPN25 (25 nodes and 43 links) and JPN48 (48 nodes 
and 82 links) [6]. Each FS was set to be 12.5 GHz, 
and each link had 320 FSs.

Figure 6 shows request blocking probabilities ver-
sus traffic loads from 110 to 200 Erlangs. In both 
networks, our Mask RSA outperformed the KSP-FF 
algorithm even when the traffic load differed from 
that used in training. These simulations in two topolo-
gies showed that the masking approach enabled effi-
cient RSA regardless of the network size or traffic 
load used for training; accordingly, Mask RSA out-
performed the KSP-FF algorithm.

Fig. 6.   Simulation results.
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7.   Further studies

In this article, we introduced the application of 
DRL to dynamic optical network planning in EONs. 
The proposed DRL-based RSA algorithm, Mask 
RSA, is enhanced with domain-specific knowledge, 
outperforming heuristic algorithms. We plan to 
expand our study to more complicated networks, e.g., 
multi-core, multi-layer networks, and impairment-
aware RSA, to enable more efficient network plan-
ning. 
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1.   Development of metallic access networks

Question 4, which is responsible for the standard-
ization of metallic access technologies, in the Interna-
tional Telecommunication Union’s Telecommunica-
tion Standardization Sector (ITU-T) Study Group 15 
(SG15) started to develop digital subscriber line 
(DSL)-related standards in 1998. Asymmetric DSL 
(ADSL) and very high-speed DSL (VDSL) technolo-
gies and standards have been developed by 2010 and 
provide capabilities supporting Internet access for 
home users. These technologies have supported the 
demand for high-speed Internet not only in Japan but 
also worldwide. Since then, network configurations 
that bring optical network termination closer to cus-
tomer premises equipment (CPE), such as fiber to the 
cabinet (FTTC), fiber to the distribution point 
(FTTdp), fiber to the building (FTTB), and fiber to 
the home (FTTH), have been adopted due to the 
lower cost of optical fibers. One of these configura-
tions connects optical fibers from the central office to 
the distribution point (DP) then to the CPE using 
G.fast (“G” stands for ITU-T G series of recommen-
dations and “fast” stands for fast access to subscriber 

terminals). DPs are located in manholes, utility poles, 
and basements of apartment buildings, depending on 
the service provider. G.fast, included in Fig. 1, pro-
vides a transmission rate of 2 Gbit/s (uplink and 
downlink combined) over a 50-m twisted-pair cable. 
MGfast (multi-gigabit fast access to subscriber termi-
nals), the next-generation metallic access technology 
described in detail in this article, targets a transmis-
sion rate of 5 Gbit/s (uplink and downlink combined) 
over a 30-m twisted-pair cable.

1.1   Ultrahigh-speed access technology G.fast
G.fast was originally standardized in 2014 

(G.9700/G.9701) then revised in 2019 to achieve 
Gbit/s-level transmission rates with substantial 
expansion of frequency bands (adoption of 106- and 
212-MHz profiles) and has the additional functional-
ity of changing the transmission rates of uplink and 
downlink directions using the time division duplex 
(TDD) method. Unlike conventional ADSL and 
VDSL, which use the frequency division duplex 
(FDD) method, the TDD method allows easy control 
of the transmission rates in uplink and downlink 
directions, as shown in the frame structure in Fig. 2. 
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There are also the following features of specific pro-
filing, which are also listed in Table 1: 

•  Transmission over coaxial cables in addition to 
twisted-pair cables

•  Expansion of the transmission distance by 
increasing the transmission signal power

•  Reverse power feeding (power-feeding capabili-
ty from CPE to distribution point unit (DPU)) 

It should be mentioned that G.fast (106-MHz pro-
file) is provided in Japan for commercial services for 
multi-dwelling units.

1.2    Multi-gigabit ultrahigh-speed access technol-
ogy MGfast

While G.fast was being deployed commercially, it 
was agreed at the ITU-T SG15 meeting in June 2017 
to start developing standards for next-generation 
ultrafast access technology to achieve further 
enhancements in functionality and performance. 
Requirements proposed by service providers in 
Europe and the U.S. brought about the study of 
MGfast targeting transmission rates of 5 to 10 Gbit/s. 
As was the case with G.fast, reliable ultrahigh-speed 
transmission services of optical-fiber grade are 
required for next-generation access networks. In 
transmission systems using metallic cables, signals 
from neighboring lines result in interference, and 
how to eliminate such noise (far-end crosstalk noise 
and near-end crosstalk noise) is a major issue. In DSL 

technology, which uses a multi-carrier modulation 
scheme to achieve higher speeds, the subcarrier spac-
ing and number of subcarriers are important system 
parameters as well as the frequency band used to 
complete subcarrier-by-subcarrier processing. 
Although it is effective to increase the number of 
subcarriers to achieve higher speed, the computa-
tional complexity increases accordingly; thus, the 
subcarrier spacing is generally determined to limit 
the number of subcarriers. As shown in Table 2, the 
subcarrier spacing is 51.375 kHz and the number of 
subcarriers is 2048 for G.fast (106-MHz profile). 
MGfast (424-MHz profile), which is described later, 
has the same subcarrier spacing, but the number of 
subcarriers is significantly increased to 8192. In 
MGfast (848-MHz profile), which is expected to be 
standardized, the subcarrier spacing is anticipated to 

Fig. 1.   Metallic access network solutions.
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be double.
A full duplex (FDX) method is also effective to 

increase the transmission rate. However, to avoid 
interference from near-end crosstalk noise and echo 
signals, VDSL uses the FDD method, while G.fast 
uses the TDD method. In this context, MGfast, a 
newly developed next-generation technology, is 
aimed at doubling the transmission rate by enabling 
full-duplexing in the single-pair while eliminating the 
effects of near-end crosstalk noise and echo signals.

2.   Next-generation metallic access technology: 
MGfast standardization activities

This section describes the technical specifications 
and standardization status of MGfast, which has been 
studied in ITU-T SG15. MGfast is a technology to 
achieve even higher transmission rates while main-
taining compatibility with G.fast for easy migration 
from G.fast systems. MGfast is mainly applicable to 
apartment buildings.

2.1   Objective of MGfast standardization
Standardization have been undertaken since 2017 

with the following objectives: 

•  Provision of multi-gigabit access technology 
using twisted-pair cables for plain old telephone 
services (POTS) and coaxial cables for television 
services as transmission media, both of which 
are existing infrastructure 

•  Provision of symmetric and asymmetric com-
munications with a combined transmission rate 
of up to 8 Gbit/s uplink and downlink using a 
frequency bandwidth of up to 424 MHz to 
achieve optical fiber grade high performance 
(extension of optical fiber) 

•  Removal of far-end and near-end crosstalk noise 
over multiple lines

2.2   Features of MGfast
The following features have been specified to 

enable easy migration from G.fast systems:
•  Uplink and downlink transmission rates change-

able by the operational mode of the TDD method 
•  Impulse noise removal by retransmission pro-

cessing 
•  Frequency notch capability (use of the frequency 

bands in consideration of other services) 
•  Vectoring capability to eliminate far-end cross-

talk noise 

Table 1.   Profile specifications in G.fast.

G.fast profiles 106a 106b 212a 106c 212c

Type of cables Twisted-pair cables Coaxial cables

Maximum transmit power +4 dBm +8 dBm +4 dBm +2 dBm +2 dBm

Precoding for vectoring Linear coding N/A

Transmission rate with 
uplink and downlink

combined 
1 Gbit/s 1 Gbit/s 2 Gbit/s 1 Gbit/s 2 Gbit/s

Minimum frequency 2.2 MHz

Maximum frequency 106 MHz 106 MHz 212 MHz 106 MHz 212 MHz

Limit PSD mask (LPM)

PSD: power spectral density

LPM_106
LPM_106

LPM_106high
(downlink)

LPM_212 LPM_106 LPM_212

Table 2.   System parameters for high speed copper access technologies.

DSL technology Transmission 
scheme

Frequency
band

Subcarrier 
spacing Symbol rate # of

subcarriers
Transmission 

rate ITU-T standard

VDSL2 FDD 17 MHz 4.3125 kHz 4 kHz 4096 100 Mbit/s G.993.2 

G.fast (106) TDD 106 MHz 51.375 kHz 48 kHz 2048 1 Gbit/s G.9700
G.9701G.fast (212) TDD 212 MHz 51.375 kHz 48 kHz 4096 2 Gbit/s

MGfast (424) FDX 424 MHz 51.375 kHz 48 kHz 8192 5 Gbit/s G.9710/G.9711
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•  Reverse power-feeding capability 
The following new features are specified for the 

next-generation MGfast technology: 
•  The 424-MHz profile using frequency band-

width up to 424 MHz is specified to achieve 
transmission rates of up to 5 Gbit/s in one direc-
tion. Although the specifications are optimized 
for operation over twisted-pair cables of 30 to 
100 m, the specifications allow operation over 
twisted-pair cables and coaxial cables up to 400 
m. 

•  The FDX method is specified to achieve almost 
twice the transmission rate over coaxial cables, 
while reducing the transmission delay at the 
same time. However, the simultaneous transmis-
sion of uplink and downlink signals requires 
removal of near-end crosstalk noise and echo 
signals. 

•  In addition to the forward error correction (FEC) 
combined trellis coded modulation and Reed-
Solomon (RS), which is specified in G.fast, an 
advanced FEC combining low-density parity 
check/probabilistic constellation shaping and RS 
is newly specified. The adoption of this scheme 
also contributes to the improvement in the trans-
mission rate. 

•  Quality-of-service classes based on the delay are 
specified separately for the uplink and downlink 
directions. This makes it possible to provide low-
latency services. 

•  The point-to-multipoint configuration, in which 
multiple CPEs are connected to the same line, 
enables MGfast to meet the diversified needs of 
home users, unlike conventional VDSL and G.
fast. It can change the set of subcarriers serving 
any particular CPE, which addresses a dynamic 
redistribution of bandwidth among multiple 
CPEs depending on traffic demands. Since mul-
tiple CPEs are connected to the same line, the 
Institute of Electrical and Electronics Engineers 
(IEEE) 802.1X authentication is included to 
ensure security. 

The MGfast related standards consist of the follow-
ing: 

•  ITU-T G.9710 published in February 2020: reg-
ulatory specifications, including frequency-
related and power-spectrum-density-related 
issues 

•  ITU-T G.9711 approved in April 2021: system 
and physical layer specifications for MGfast 

•  ITU-T G.997.3 approved in April 2021: physical 
layer OAM (operations, administration and 

maintenance) specifications 

3.   Considerations for the future

System development based on the MGfast specifi-
cations approved at the ITU-T SG15 meeting held in 
April 2021 is expected to be accelerated. For service 
providers who do not have sufficient optical fiber 
assets, one of the options would be to provide high-
performance services of optical-fiber grade using 
existing metallic cables. The standardization of the 
next-generation metallic access technologies 
described in this article is expected to continue to be 
studied to satisfy the demand for higher speed ser-
vices by effectively using existing facilities. The fol-
lowing topics have been discussed in the standardiza-
tion meetings as future themes for metallic access 
technology.

3.1    Specifications regarding MGfast (848-MHz 
profile)

The MGfast system for coaxial cables uses a fre-
quency of up to 848 MHz. The doubling of the fre-
quency band, combined with FDX technology, will 
make it possible to achieve transmission rates of up to 
10 Gbit/s in one direction. It will be necessary to 
study the details of system parameters such as subcar-
rier spacing and the number of subcarriers, as 
explained earlier.

3.2   Bundling of multiple G.fast lines (G.fastback)
A project called G.fastback is under consideration 

as a technology to provide a transmission path 
between a cabinet and DPU as a single high-capacity 
line by combining multiple G.fast lines. It should be 
possible to use multiple metallic cables as an alterna-
tive to optical fiber cables with G.fastback technolo-
gy. As application examples, this configuration 
would be connected in tandem in a number of stages 
to increase the distance, while in another example of 
G.fastback, multiple G.fast lines are bundled where 
G.fast signals are frequency multiplexed over the 
existing service lines such as ADSL and VDSL 
shown in Fig. 3. In both cases, the objective is to pro-
vide reliable and higher data-rate operations while 
effectively using metallic cables. Regarding G.fast-
back, there are several issues to be solved, which 
include how to eliminate near-end crosstalk noise in 
DPUs and signal synchronization between lines when 
multiple lines are connected.

In this article, the next-generation metallic access 
technologies and standardization activities being 
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developed in ITU-T SG15 were described, which can 
provide ultrahigh-speed transmission operations of 
optical-fiber grade by using existing metallic cables 
specified in G.9700 series standards, as an extension 
of optical fiber in FTTdp and FTTB configurations. It 

will be necessary to contribute further to the stan-
dardization activities mentioned in this article and to 
cooperate with service providers in Europe and the 
U.S. to use existing network facilities effectively and 
economically.

Fig. 3.   Deployment scenario of G.fastback.
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Variational Secure Cloud Quantum Computing
Y. Shingu, Y. Takeuchi, S. Endo, S. Kawabata, S. Watabe, T. 

Nikuni, H. Hakoshima, and Y. Matsuzaki
arXiv:2106.15770, June 2021.
Variational quantum algorithms (VQAs) have been considered to 

be useful applications of noisy intermediate-scale quantum (NISQ) 
devices. Typically, in the VQAs, a parametrized ansatz circuit is used 
to generate a trial wave function, and the parameters are optimized to 
minimize a cost function. On the other hand, blind quantum comput-
ing (BQC) has been studied in order to provide the quantum algo-
rithm with security by using cloud networks. A client with a limited 
ability to perform quantum operations hopes to have access to a 
quantum computer of a server, and BQC allows the client to use the 

server’s computer without leakage of the client’s information (such 
as input, running quantum algorithms, and output) to the server. 
However, BQC is designed for fault-tolerant quantum computing, 
and this requires many ancillary qubits, which may not be suitable for 
NISQ devices. Here, we propose an efficient way to implement the 
NISQ computing with guaranteed security for the client. In our archi-
tecture, only N+ 1 qubits are required, under an assumption that the 
form of ansatzes is known to the server, where N denotes the neces-
sary number of the qubits in the original NISQ algorithms. The client 
only performs single-qubit measurements on an ancillary qubit sent 
from the server, and the measurement angles can specify the param-
eters for the ansatzes of the NISQ algorithms. No-signaling principle 
guarantees that neither parameters chosen by the client nor the 
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outputs of the algorithm are leaked to the server. This work paves the 
way for new applications of NISQ devices.

  

The Unicellular Red Alga Cyanidioschyzon merolae, an 
Excellent Model Organism for Elucidating Fundamental 
Molecular Mechanisms and Their Applications in Biofuel 
Production

I. Pancha, K. Takaya, K. Tanaka, and S. Imamura
Plants, Vol. 10, No. 6, 1218, June 2021.
Microalgae are considered one of the best resources for the pro-

duction of biofuels and industrially important compounds. Various 
models have been developed to understand the fundamental mecha-
nism underlying the accumulation of triacylglycerols (TAGs)/starch 
and to enhance its content in cells. Among various algae, the red alga 
Cyanidioschyzon merolae has been considered an excellent model 
system to understand the fundamental mechanisms behind the accu-
mulation of TAG/starch in the microalga, as it has a smaller genome 
size and various biotechnological methods are available for it. Fur-
thermore, C. merolae can grow and survive under high temperature 
(40°C) and low pH (2–3) conditions, where most other organisms 
would die, thus making it a choice alga for large-scale production. 
Investigations using this alga has revealed that the target of rapamy-
cin (TOR) kinase is involved in the accumulation of carbon-reserved 
molecules, TAGs, and starch. Furthermore, detailed molecular 
mechanisms of the role of TOR in controlling the accumulation of 
TAGs and starch were uncovered via omics analyses. Based on these 
findings, genetic engineering of the key gene and proteins resulted in 
a drastic increment of the amount of TAGs and starch. In addition to 
these studies, other trials that attempted to achieve the TAG incre-
ment in C. merolae have been summarized in this article.

  

Articulatory Compensation for Low-pass Filtered For-
mant-altered Auditory Feedback

Y. Uezu, S. Hiroya, and T. Mochida
The Journal of the Acoustical Society of America, Vol. 150, No. 1, 

pp. 64–73, July 2021.
Auditory feedback while speaking plays an important role in sta-

bly controlling speech articulation. Its importance has been verified 
in formant-altered auditory feedback (AAF) experiments where 

speakers utter while listening to speech with perturbed first (F1) and 
second (F2) formant frequencies. However, the contribution of the 
frequency components higher than F2 to the articulatory control 
under the perturbations of F1 and F2 has not yet been investigated. In 
this study, a formant-AAF experiment was conducted in which a low-
pass filter was applied to speech. The experimental results showed 
that the deviation in the compensatory response was significantly 
larger when a low-pass filter with a cutoff frequency of 3 kHz was 
used compared to that when cutoff frequencies of 4 and 8 kHz were 
used. It was also found that the deviation in the 3-kHz condition cor-
related with the fundamental frequency and spectral tilt of the pro-
duced speech. Additional simulation results using a neurocomputa-
tional model of speech production (SimpleDIVA model) and the 
experimental data showed that the feedforward learning rate 
increased as the cutoff frequency decreased. These results suggest 
that high-frequency components of the auditory feedback would be 
involved in the determination of corrective motor commands from 
auditory errors.

  

Effects of Vibrotactile Stimuli on Perception of Voiced and 
Unvoiced Bilabial Stop Consonants in Noise

A. Ono, M. Nakatani, A. Nakane, J. Watanabe, and S. Hiroya
Proc. of the 12th International Seminar on Speech Production 

(ISSP2020), pp. 194–197, July 2021.
Vibrotactile stimulation replicating laryngeal vibration has been 

reported to improve discrimination between degraded voiced and 
unvoiced consonants in consonant-vowel syllables. In this study, we 
investigated (1) whether or not vibrotactile stimulation in the conso-
nant region biases the perception of unvoiced consonants toward 
voiced ones and (2) the relationship between the effect and auditory 
efficacy. Our results indicated that vibrotactile stimulation across the 
unvoiced consonant and vowel region, not just in the unvoiced conso-
nant region, biased the consonant perception toward voiced conso-
nants. Also, we found a non-linear effect of vibrotactile stimulation 
across the consonant-vowel region on auditory efficacy. Our findings 
will likely contribute to understanding how to improve intelligibility 
under noisy conditions and will likely help people with hearing 
impairments.
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