
NTT Technical Review 23Vol. 19 No. 12 Dec. 2021

1.   Introduction

The goal of Human Insight Laboratory of NTT 
Human Informatics Laboratories is to deepen our 
understanding of (1) human information understand-
ing (from perception to cognition), (2) human infor-
mation processing (for interpreting acquired informa-
tion and taking the next action), and (3) reaction and 
action (for acting on the outside world). We create 
technologies to reproduce these processes on com-
puters for expanding human thinking ability. We 
introduce four technologies that will lead to this goal, 
i.e., (i) visual-machine-reading-comprehension tech-
nology for understanding documents visually, (ii) 
behavior-modeling technology for considering the 
mechanism of human decision-making and behavior, 
(iii) speech-recognition technology for understand-
ing a human’s internal state, and (iv) thought-enhanc-
ing stimulus design for drawing out and expanding a 
human thinking ability.

2.   Visual-machine-reading-comprehension 
technology for understanding documents visually

To further develop information retrieval and dia-
logue/question-answering services, the Human 
Insight Laboratory has been researching machine 
reading comprehension, by which artificial intelli-
gence (AI) reads text written in natural language (i.e., 
the language used in our daily lives) and understands 
its meaning [1, 2].

Research on machine reading comprehension has 
made great progress, and according to evaluation 
data, AI has exceeded human reading comprehen-
sion; however, machine reading comprehension is 
limited in that it can only understand textual informa-
tion. The PDF (portable document format) docu-
ments and presentation slides that we use on a daily 
basis contain not only linguistic information but also 
visual elements such as font size and color, figures, 
tables, graphs, and layout information. An integrated 
understanding of vision and language is therefore 
essential in regard to developing AI to support office 
work and daily life. 

To achieve visual machine reading comprehension 
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of document images (Fig. 1), we at the Human Insight 
Laboratory have constructed a dataset called Visu-
alMRC [3] and are pushing ahead with research using 
it. This dataset consists of free-text question-answer 
data concerning document images of webpage 
screenshots, and regions in documents are annotated 
with nine classes, including title, paragraph, list, 
image, and caption. We conducted research using this 
dataset and proposed a visual-machine-reading-
comprehension model that can take into account—as 
additional input—areas in the document (extracted 
using object-recognition technology) as well as posi-
tion and appearance information of “tokens” (extract-
ed using optical character recognition technology) 
[3]. Although this model is not yet able to match the 
accuracy of human question answering, we con-
firmed that understanding the visual information of 
documents improves the performance of question 
answering compared with that of text-only models. 
We will continue to work on various research projects 
for integrated understanding of vision and language.

3.   Behavior-modeling technology for 
considering the mechanism of human  

decision-making and behavior

We are studying the mechanisms of human deci-

sion-making and behavioral judgments (including 
irrational judgments) by using both humanistic and 
sociological knowledge (such as behavioral econom-
ics) and a variety of human data that have become 
available with the recent spread of the Internet of 
Things. We are also constructing a behavioral model 
that reproduces human decision-making and behav-
ior by using the obtained knowledge as a framework 
and aim to apply this model to enable future predic-
tions and simulations about people. When an undesir-
able future is predicted, we will be able to use the 
simulation results to search for ways that will lead to 
a brighter future.

As part of our efforts to explain the mechanism of 
human decision-making, we have been studying the 
effects of factors, such as personality, values, physi-
cal and psychological states, and social environment, 
on a person’s decision-making and behavior. Eco-
logical momentary assessment (EMA), also known as 
the experience sampling method, is a survey method 
with which participants are sent simple questions 
about their situation, thoughts, emotions, and behav-
ior via a portable device (such as a smartphone or 
tablet) and asked to spontaneously respond to the 
questions. Using the results of a 10-week EMA ques-
tionnaire administered to university students [4], we 
analyzed in detail the differences in the students’ 

Fig. 1.   Visual machine reading comprehension.
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tendency to respond to the questionnaire on individu-
al characteristics from the perspective of temporal 
changes [5]. For example, as shown in Fig. 2(a), 
participants who were judged to have high stress 
levels on a daily basis (according to a preliminary 
survey taken before the start of the EMA question-
naire) tended to actively self-disclose information to 
their device throughout the survey period. However, 
our analysis revealed that immediately after a stress-
ful event (e.g., a regular exam), the students tended to 
be uncooperative toward answering, and their volume 
of responses dropped sharply. We also found that the 
participants who were judged to have high integrity in 
the preliminary survey were cooperative and gave a 
large amount of responses immediately after the start 
of the EMA questionnaire; however, the amount of 
their responses tended to decrease significantly over 
time. By deepening our understanding of the tempo-

ral changes in such human behavior (in this case, the 
act of voluntarily answering a questionnaire), it will 
be possible to predict what will happen regarding 
people’s behavior and outcomes, and it will be easier 
to make decisions on how to change the future for the 
better. From the viewpoint of constantly understand-
ing a person’s condition, the EMA questionnaire 
should secure a uniform number of responses without 
bias in time or participant. For example, when the 
amount of responses is expected to drop, as shown in 
Fig. 2(b), it is possible to give special incentives to 
participants with high stress levels to encourage them 
to respond after the test.

The above example is just an analysis that captures 
one aspect of complex human behavior. In the future, 
we plan to make our human decision-making and 
behavioral models [6] more sophisticated by taking into 
account behavioral economic human characteristics 

Fig. 2.   Search for strategies on the basis of results of behavioral-data analysis.
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such as attitude toward uncertainty (risk-aversion 
tendency) and toward waiting (patience). By “sophis-
ticated,” we mean that such a model will be able to 
make more “human-like” decisions. We believe that 
because a model is “human-like,” it will be possible 
to predict and depict a future of society, even an unde-
sirable future.

4.   Speech-recognition technology for 
understanding a human’s internal state

With the advent of voice assistants, which allow 
users to operate devices by speaking into a smart-
phone or AI speaker, speech-recognition technology 
has spread rapidly around the world. The practical 
application of speech-recognition technology for 
operating computers by means of spoken dialogues 
using short-word exchanges began in the 1980s with 
the introduction of interactive voice-response sys-
tems. The introductions of car (satellite) navigation 
systems in the 1990s and deep-learning technology in 
recent years have greatly improved speech-recogni-
tion accuracy and spurred the rapid spread of voice 
assistants.

Natural communication between people involves 

longer sentences and more complex linguistic expres-
sions, which are more difficult for speech recognition 
to handle, than the short sentences uttered to a voice 
assistant. Moreover, when the conversational partner 
is familiar, the tone of voice becomes more casual 
and utterances fragmented, which makes it more dif-
ficult to predict both sounds and linguistic expres-
sions. Regardless of those difficulties, recognizing 
such conversational speech can be used for applica-
tions with significant business value, such as analyz-
ing the content of conversations in call logs stored in 
large quantity at call centers and supporting conversa-
tions in real time; accordingly, various speech-recog-
nition technologies based on deep learning are being 
actively studied. As shown in Fig. 3, speech-recogni-
tion technology has evolved through repeated 
improvements in the accuracy at which speech can be 
converted to text, expansion of its applications, and 
increasing complexity of the speech to be handled.

Information communicated through speech includes 
not only verbal information (text information) but 
also non-verbal information such as gender, age, 
emotions, intentions, and attitudes. As well as work-
ing on recognizing text information from speech with 
high accuracy, we are investigating technologies for 

Fig. 3.   Efforts concerning voice-recognition technology at NTT.
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recognizing and using non-verbal information and 
developing technologies that can extract speaker 
attributes (adult male, adult female, and child), 
emotions (joy, anger, sadness, and calmness), and 
questions and/or non-questions. We are also research-
ing, developing, and practically applying technolo-
gies for estimating the degree of a customer’s anger 
and/or satisfaction as well as the impression that the 
telephone operator’s response gives to that customer 
during conversational speech consisting of two 
speakers (such as when a customer calls a call cen-
ter).

The recognition technology for verbal and non-
verbal information we are currently investigating is 
the first step toward reading the internal state of 
humans in a manner that allows us to offer more-
advanced services. In everyday conversation, we use 
various clues, such as voice tone, line of sight, facial 
expression, pause length during interaction, and 
changes in wording, to estimate information inside a 
person’s mind, such as their emotions and interests or 
friendliness and indifference, and we use that infor-
mation to facilitate smooth communication. The rec-
ognition of such internal information using a machine 
is expected to lead to new services that target the 
subtleties of the human mind that cannot be expressed 
in words. Such services might conceivably include a 
voice-dialogue agent that is attuned to the emotions 
of the user, education that responds to the understand-
ing and interests of each student, and detection of a 
patient’s physical condition and mental stress from 
medical-interview dialogue data. It is also expected to 
contribute to creating a new type of communica-
tion—as targeted by the grand challenge “Mind-to-
Mind Communications” set for Digital Twin Com-
puting (DTC), which is one of the elements of IOWN 
(the Innovative Optical and Wireless Network) pro-
moted by the NTT Group, that can directly under-
stand the way people perceive and feel in a manner 
that transcends differences in individual characteris-
tics such as experience and sensitivity. 

5.   Thought-enhancing stimulus design for 
drawing out and expanding a human 

thinking ability

Human thoughts and behaviors are not only influ-
enced by information that is interpreted consciously, 
such as language and numerical values, but also by 
sensations and perceptions that are perceived uncon-
sciously, such as colors, scents, and the atmosphere 
created by the manner of speaking. For example, 

smelling soap makes us want to wash [7] and chang-
ing the color of a product package makes us feel that 
the product is different even though it contains the 
same thing [8]. 

We are accumulating knowledge on the relationship 
between perceptual stimuli and human thought and 
behavior, and on the basis of that relationship, we are 
researching generation and control of perceptual 
stimuli with the aim of drawing out and expanding 
human thinking ability. In one of our previous stud-
ies, we investigated the effect of the speaker’s speak-
ing style (voice pitch, speaking speed, and inflection) 
on a human’s psychological state and behavior [9]. In 
that study, we conducted a large-scale subjective-
evaluation experiment on the relationship between 
speech that promotes products and people’s con-
sumption behavior and analyzed the relationship 
between speech and purchase intention by using the 
consumer-behavior model developed by Mehrabian 
and Russell [10] (Fig. 4) that expresses emotion as a 
mediator.

5.1   Experimental procedure
Via crowdsourcing, we asked 202 native speakers 

(male and female) of Japanese to listen to an adver-
tisement for an electrical appliance spoken in differ-
ent styles of speech. After listening, we asked them to 
respond to evaluation items about the emotion and 
purchase motivation they felt when listening to the 
spoken ad. We then analyzed the relationship among 
speech characteristics, emotions, and purchase inten-
tion on the basis of the obtained parameters (voice 
pitch, speaking speed, and intonation) related to the 
ad’s speech (voice characteristics) and the responses 
to the evaluation items. The promotional text of the ad 
was based on speech uttered by a professional female 
speaker in a read-aloud tone, where the speech 
parameters were set as shown in Table 1. The evalu-
ation items are listed in Table 2.

 
5.2   Results

The results of analyzing the relationship among 
speech characteristics, emotions, and purchase inten-
tion—by using a three-layer model based on Mehra-
bian and Russell’s consumer-behavior model—are 
shown in Fig. 5. In line with previous studies [11], the 
results indicate that among the emotions, “pleasure” 
and “arousal” positively affect purchase intention. 
They also indicate that the effect of pleasure is the 
strongest, higher voice, faster speech speed, and 
higher intonation lead to higher emotion rating, and 
among those parameters, speech speed had the greatest 
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effect on the evaluation items.
To summarize these results, we found that (i) the 

consumer-behavior model is valid for a speech stimu-
lus based on read-out advertisements and (ii) the 
speed of speech has the strongest effect on pleasure, 
which has the strongest effect on purchase intention.

The above-described efforts represent the analysis 
of only a small part of the complex and diverse think-
ing processes of humans. We plan to study a wider 
range of factors, such as the relationship among the 
attributes of listeners with an auditory stimulus, and 
investigate non-auditory stimuli such as sight and 
smell. We also plan to study the effects of stimuli on 

human thinking phenomena—ranging from intuitive 
judgments to deeper stages such as effects on logical 
thinking and human values. Through these studies, 
we want to clarify what is necessary to draw out 
human thinking ability, enhance human potential, and 
contribute to the creation of a better society.

6.   Concluding remarks

By refining the four technologies described in this 
article, we plan to understand, reproduce, and extend 
human thinking ability, which consists of human 
information understanding, human information  
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Fig. 4.   Consumer-behavior model.

Table 1.   Voice parameters.

Parameters of voice Setting value

Voice pitch Average F0 (Hz) 0.9439x, 1x, 1.059x

Speaking speed Speaking speed (mora/s) 0.890x, 1x, 1.1225x

Magnitude of intonation F0 variance (Hz) 0.6667x, 1x, 1.5x

Table 2.   Evaluation items.

Evaluation item Setting value

Emotion Pleasure Displeasure � Pleasure (7 stages) 

Arousal Sleep � Arousal (7 stages) 

Dominance Obedient � Dominant (7 levels) 

Purchase intention “I want to buy it very much.” � “I don’t want to buy it at all.” (7 levels) 
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processing, and response and behavior.
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Fig. 5.   Results of analysis of relationships among voice characteristics, emotions, and purchase intention.
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