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Learning of depth and bokeh effects from  
natural images with aperture rendering  

generative adversarial networks

—What is research on “learning of depth and bokeh 
effects from natural images” about?

It is difficult to record the three-dimensional (3D) 
world in which we live in as it is. For this reason, it is 
common to record and store two-dimensional (2D) 
images such as photographs instead of 3D informa-
tion.

When people look at photos, they can estimate 3D 
information, such as depth, from their previous expe-

rience and knowledge. However, computers have 
difficulty in doing so because they do not have such 
experience or knowledge. In the future, when we 
think about scenarios where robots support our lives, 
it will become essential for computers to understand 
the 3D world. The easiest way for computers to learn 
is to provide a large number of pairs of 2D images 
and 3D information as training data. Learning would 
be easy because they know the correct answer. How-
ever, this method requires special devices such as 
depth sensors and stereo cameras and is costly.

For this reason, in this research, we created a deep 
learning model that can learn 3D information from 
standard 2D images such as those taken with ordinary 
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cameras and those on the web. When we look at the 
photos, we see that the focus is usually on the object, 
and the background is often blurry. Using these defo-
cus cues as clues, we carry out learning of 3D infor-
mation, especially depth and bokeh effects. In other 
words, if the problem of projecting 3D information 
onto 2D images through a camera is the forward 
problem, for this research, the goal is to solve the 
inverse problem. This problem is challenging because 
it is the so-called “ill-posed problem” of estimating 
3D information from only 2D images that lack vari-
ous information.

—Specifically, through what mechanisms are you 
carrying out learning?

This research is based on a technology called a 
generative adversarial network (GAN). GAN is a so-
called “unsupervised learning model,” which does 
not require pre-determined correct answers, and con-
sists of two neural networks; namely, a generator and 
discriminator. The generator generates a “fake 
image” from a given random variable. On the other 
hand, the discriminator distinguishes two types of 
images, “real images” and the “fake images” gener-
ated by the generator. Because they work adversari-
ally, wherein the generator tries to trick the discrimi-
nator while the discriminator tries to identify the fake 
images precisely, learning can be carried out while 
competing, and as a result, the generator can produce 
realistic images.

Since GAN is a specialized technology for produc-
ing 2D images, it has no connection with the 3D 
world. We, therefore, proposed the “aperture render-
ing GAN (AR-GAN),” which incorporates the optical 
properties of the camera into the GAN. “Aperture” 
refers to the aperture of the camera. By incorporating 
optical constraints due to the aperture of the camera 
when projecting the 3D world into 2D images, the 
generator can learn by associating 2D images, depth 
maps, and bokeh effects.

Figure 1 shows the process flow in the AR-GAN 
generator. The “image generator” is also included in 
the GAN and generates an all-in-focus image when 
given a random variable. The depth generator gener-
ates the depth map that is paired with the image, and 
is unique to AR-GAN. The system then uses these 
pairs of generated data to enable a mechanism simu-
lating the camera aperture. The light field consists of 
25 images, which represent what the image looks like 
in the aperture of the camera. In the center, the image 
created by light coming in through the center of the 
aperture is displayed. When the object is offset from 
the center to the right, an image of the object viewed 
from the right part of the aperture is displayed; and 
when the object is offset to the top of the aperture, an 
image of the object viewed from the top part of the 
aperture is displayed.

It may be easier to imagine the mechanism by mov-
ing your face up, down, left, and right while looking 
at the object in front of your eyes. Objects with focus 
are clearly visible because they are in the same  

Fig. 1.   Process flow in the AR-GAN generator.
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position and do not move when you move your face, 
but objects that are farther away move more when 
you move your face. Therefore, summation of these 
images produces images with bokeh effects. This is 
how the mechanism enables synthesizing a bokeh 
image on the basis of the predicted depth map and 
all-in-focus image using a camera with an optical 
constraint on the light field.

—How is the progress of the research and what are 
the challenges going forward?

Currently, we are able to generate flower images, 
bird images, and human face images. Learning can 
take days, but once it is done, the system can generate 
in a few seconds bokeh images that cannot be distin-
guished from the real images. At present, I think that 
if we narrow down the types of objects, we would be 
able to generate reasonable images.

As for the challenges, one is that depending on the 
type of object, some are easier to learn while others 
are not as amenable to learning. For example, for 
human face images, the shape and position of the 
parts are fixed to some degree, making it easy to learn 
them. On the other hand, images with many varia-
tions, such as those of animals taken from different 
viewpoints and distances, are difficult to learn.

Also, the larger the image size, the more details 
need to be synthesized, and the more processing time 
it takes, making learning more difficult. I think there 
will be various issues that will emerge as we expand 
the scope of applications in the future. As expected, 
the difficulties inherent with ill-posed problems 
remain.

Developing a computer that understands the 
3D world

—What will this technology enable in the future?

Our mission as researchers is to “develop comput-
ers that are highly compatible with humans.” For this 
reason, it is essential to understand the 3D world; but 
the cost of data collection is likely to be a barrier to 
applying the technology to a wider range of fields. In 
that regard, I think this research is beneficial because 
it is excellent in terms of data collection. In the future, 
we will be able to create robots that can move freely 
around the 3D world, build 3D worlds without dis-
sonance in virtual space, and develop tools to create 
3D objects in virtual space.

Another advantage is that optimized models can be 
built as long as we can collect 2D images. For exam-
ple, if you gather photos taken by a well-known pho-
tographer, you can build a model that learns the 
bokeh effects unique to that photographer. Currently, 
communication using images such as through social 
media has become very common. If we can easily add 
the bokeh effects, it may become easier to create 
more attractive photos. I think this is particularly use-
ful in the three areas of robotics, content generation, 
and entertainment.

—What are the future prospects and initiatives on 
collaborations with other fields?

Since it is basic research, it is difficult to set spe-
cific targets for practical use at this time; but we plan 
to continue to improve performance by increasing 
accuracy and resolution. We have focused on the 
camera aperture, but it is interesting to note that add-
ing physical constraints enables creating a more reli-
able computer.

One of the key technical areas of the Innovative 
Optical and Wireless Network (IOWN) initiative is 
“Digital Twin Computing,” where computations are 
performed using digital twins of various industries, 
things, and humans. In order to merge the real world 
with the virtual world, it is necessary for computers 
to properly understand the real world, so I believe that 
this technology can also contribute to these areas.

I feel that the importance of integrating media gen-
eration technology with various fields is increasing as 
the technology matures. Currently, we are conducting 
research that combines computer science, such as 
computer vision and machine learning, with physics, 
such as optics. Going forward, we will continue to 



Rising Researchers

9NTT Technical Review Vol. 20 No. 7 July 2022

focus our efforts on collaborations with people from 
other fields, such as computer graphics for image 
creation and photonics for photography, as well as on 
cross-discipline implementation.

—Could you give a message to young researchers 
and future business partners?

NTT laboratories are conducting extensive research 
ranging from basic research to applications, and in 
particular, our laboratory, NTT Communication Sci-
ence Laboratories, is conducting research on how to 
improve communication between humans and 
between humans and machines. In the past, we have 
often been limited to basic research, but recently, the 
distance between basic research and applied research 
has been narrowing, and I feel that the opportunities 
for engaging in research while considering real-world 
problems are increasing. We are also seeing more and 
more cases of the technology presented at interna-
tional conferences being embedded in applications 
and deployed as a service on the web. I think it is 
interesting to see the output, for example, by creating 
a solution that actually converts voice, rather than 
stopping at tinkering with formulas.

There are limitations to doing research individually. 
Our laboratory is also actively collaborating with 
universities and accepting interns, so I hope that we 
can continue to actively collaborate particularly with 
students and young researchers who want to create 
something or change something.

As for business partners, since we have been able to 

create interesting ideas and technologies from the 
research side, we need their help in linking these 
ideas and technologies to services. On the other hand, 
we can get ideas for research by receiving feedback 
from people in the service field who have profound 
knowledge of real problems. So, going forward, we 
hope to continue to actively collaborate also with 
business partners.
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