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1.   Telepresence technology

Due to the COVID-19 pandemic in 2020, the need 
arose for technology to enable various types of 
remote work and overcome geographical and tempo-
ral constraints. Essential work, such as construction 
and care-giving/nursing, often requires on-site 
human physical operations, which makes remote 
work difficult to achieve. One method of enabling 
such work to be conducted remotely is to remotely 
operate an artificial body, such as a robot, located at 
a remote site. In remote work involving the operation 
of an artificial body, the operator must be able to rec-
ognize the state of the artificial body at the remote 
site and the peripheral environment in real time and 
carry out operations in a seamless, comfortable man-
ner. At NTT Human Informatics Laboratories, our 
goal is to develop telepresence technology that 
enables conditions at a remote site to be recognized in 
real time and an artificial body to be remotely oper-
ated in a seamless and efficient manner [1]. For such 

technology to be effective, there is a need for recogni-
tion technology that can recognize the behavior of 
people and the peripheral environment at the remote 
site at low cost on the basis of video data obtained 
from sensors such as robot-mounted cameras or sur-
veillance cameras. This article introduces a human-
behavior-understanding engine NTT Human Infor-
matics Laboratories developed for recognizing the 
behavior of people and the peripheral environment at 
a remote site by using camera video. This engine 
enables lightweight recognition processing and can 
recognize the behavior of multiple people in real time 
on a central processing unit (CPU)-based machine. It 
can also reduce the costs of generating training data 
and of constructing a machine environment, which 
are often barriers to introduction.

2.   Human-behavior-understanding engine 
featuring low-cost introduction

There has been growing interest in digital  

Regular Articles

Human-behavior-understanding 
Engine: Video-recognition AI Library 
for Understanding Human Behavior
Motohiro Takagi
Abstract

To enable all many types of work to be conducted remotely as needed and overcome geographical 
constraints, NTT Human Informatics Laboratories is developing telepresence technology for 
understanding the conditions at a remote location and remotely operate an artificial body, such as a robot, 
in real time. Remote operation of an artificial body requires that conditions at a remote location be 
analyzed and information on operating the artificial body and on people and the environment in the 
vicinity of the artificial body be fed back to the operator in real time. This article introduces the 
development of a human-behavior-understanding engine for automatically recognizing human behavior 
from camera video to recognize how people at a remote location might behave. Real-time recognition 
processing is vital to providing a remote operator with feedback in real time. For this engine, we 
developed technology for achieving lightweight recognition processing, enabling the behavior of 
multiple people to be recognized in real time on a central-processing-unit-based machine.

Keywords: remote world, telepresence, video recognition



Regular Articles

38NTT Technical Review Vol. 21 No. 12 Dec. 2023

transformation, particularly in technology that can 
automatically analyze the behavior of people (such as 
customers and employees) from video obtained from 
retail stores, factories, or other sites (Fig. 1). Recog-
nizing the behavior of people appearing in video 
makes it possible to, for example, detect which prod-
ucts people pick up but do not purchase at a retail 
store. Thus, the interests of customers, which cannot 
be obtained through point-of-sale (POS) systems, can 
be monitored remotely by video and needs can be 
analyzed by tabulating results on a regional basis. 
Such remote monitoring could also enable the analy-
sis of efficient behavior in stocking shelves, for 
example, by detecting inefficient actions of employ-
ees and comparing employee behavior among multi-
ple stores. This type of analysis is expected to 
improve customer satisfaction and employee produc-
tivity.

However, the cost of preparing the training data 
needed for creating a model for recognizing human 
behavior (behavior-recognition model) is high, which 
becomes a barrier to introducing such a model. Pre-
paring training data requires the acquisition of a large 
amount of video, extraction of behavior targeted for 
recognition by visual checking, as well as the work of 
labeling and annotating that video. Recognition pro-
cessing often also requires the use of a graphics pro-
cessing unit (GPU)-based machine, but the cost of 

constructing such a machine environment becomes 
an impediment to introduction. 

At NTT Human Informatics Laboratories, we have 
addressed the above issues by developing a human-
behavior-understanding engine that can shorten the 
time needed for generating training data and reduce 
associated expenses by presetting a pre-trained 
behavior-recognition model. This engine can also 
reduce the cost of constructing a machine environ-
ment by enabling operation not only using GPUs but 
also CPUs.

The following are the two key points of this human-
behavior-understanding engine.

•	� Point 1: Presetting a pre-trained basic-behavior-
recognition model makes additional training 
unnecessary and enables recognition/searching 
of behavior.

•	� Point 2: Applying lightweight recognition pro-
cessing within the convolutional neural network 
(CNN) used in the basic-behavior-recognition 
model enables operation in an inexpensive 
machine environment on par with CPU-based 
machines.

These two points are explained below.

2.1   �Basic-behavior recognition and behavior-
searching function

Our human-behavior-understanding engine  

Fig. 1.   Costs of introducing video AI for remote monitoring, etc.

…

Cost factors related to model for recognizing human behavior
• Time and expense of defining the requirements of behavior targeted for recognition
• Time and expense of creating training data for a behavior-recognition model
• Time and expense of training the behavior-recognition model

Human-behavior-
understanding engine

Video recognition results
(information on behavior of

customers, employees)

Remote analysis of
customer/employee behavior

Cost factors related to environment for inferring a behavior-recognition model
• Time and expense of procuring a GPU-based machine
• Expense of GPU instances

Reduce costs related to construction of
behavior-recognition model and recognition environment

Examples of applicable business scenarios
• Detect products picked up but not purchased to
recognize customers’ interests by region not
obtainable by POS systems
• Detect efficient methods of stocking shelves by
comparing employee behavior among multiple stores

l



Regular Articles

NTT Technical Review 39Vol. 21 No. 12 Dec. 2023

incorporates an NTT-original behavior-recognition 
model that can robustly recognize human behavior by 
defining and recognizing a highly general, basic-
behavior-recognition model common to a variety of 
industries by taking the hierarchical nature of behav-
ior into account. Specifically, the engine first exe-
cutes recognition processing of state changes, such as 
changes in posture, then recognizes basic behavior 
using the recognition results of those state changes 
(Fig. 2). The approach to basic-behavior recognition 
is to define basic-behavior labels with high generality 
considering the hierarchical nature of behavior and 
then preset a basic-behavior-recognition model 
trained to recognize such defined basic behavior in 
the human-behavior-understanding engine (Fig. 3).

A preset basic-behavior training model is construct-
ed using training data targeting real indoor environ-
ments (obtained, for example, from convenience 
store video) having relatively good lighting condi-
tions. Given an indoor environment similar to the 
training dataset, this preset, pre-trained basic-behav-
ior-recognition model can be used directly in its cur-

rent form, so the period for constructing the model 
can be reduced and expenses decreased.

It is also possible to specify important behaviors in 
video through visual observation against a large 
amount of accumulated video and to search for and 
collect behaviors similar to those important behaviors 
from a large amount of video (Fig. 4). This process 
configures multiple features from video information, 
distance information, and movement information 
obtained from camera video and uses a combination 
of those features to identify the places and times for 
which important behaviors and similar behaviors can 
easily occur. 

2.2   CNN model lightweight-conversion function
Some of the processing of human-behavior recog-

nition in video is executed using a CNN, which 
repeats and applies convolutional operations. Such 
processing, however, is one factor increasing compu-
tational complexity. It achieves lightweight process-
ing while preserving accuracy by optimizing the 
parameters of convolutional filters used in these 

Fig. 2.   Human-behavior-understanding engine.
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convolutional operations (Fig. 5). This is done by 
making a convolutional filter sparse using the input/
output relationship of the filter as a condition on the 
basis of the human visual characteristics and decreas-
ing computational complexity by changing the filter-

application range while suppressing a drop in accu-
racy. Optimizing computational complexity in this 
manner can also enable lightweight processing in the 
temporal dimension, which in turn makes it possible 
to recognize the behavior of multiple people in real 

Fig. 3.   Basic-behavior-recognition model.
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time even on a machine with no GPUs.

3.   Summary and future developments

We have reduced the costs of creating training data 
and constructing a machine environment by loading a 
pre-trained basic-behavior-recognition model in an 
engine and making CNN-recognition processing 
lightweight. For basic-behavior recognition in an 
indoor environment, this engine makes it unneces-
sary to collect video data for training purposes and 
assign labels at the time of introduction or to train a 
behavior-recognition model. It also enables the basic 
behavior of multiple people to be recognized in real 

time on a CPU-based machine. For future research, 
we plan to achieve the recognition of composite 
behavior composed of series of operations such as 
product replacement, which can be useful in work 
analysis, by combining the basic behavior or objects 
recognized by our human-behavior-understanding 
engine with interaction information. By enabling the 
recognition of composite behavior described in work 
manuals with such titles as “stocking the shelves with 
products in a retail store,” we will promote research 
and development that will make it easy to use human-
behavior-understanding technology in work analysis 
(Fig. 6).

Fig. 5.   Achieving lightweight recognition in a CNN.
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Fig. 6.   Composite behavior recognition tailored to usage scenario.
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