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1.   Introduction

Datacenter applications have required high-perfor-
mance and low-latency networks in addition to low 
energy consumption. Although Transmission Control 
Protocol/Internet Protocol (TCP/IP) technologies 
have been developed for achieving high-performance 
networking, it is well-known that TCP/IP stack suf-
fers from high central processing unit (CPU) utiliza-
tion [1] especially in high-bandwidth networks for 
protocol processing, which leads to decreased CPU 
cycles for application workloads. Packet processing 

on one CPU core also cannot fill 100-Gbit/s or more 
network bandwidth [1]. InfiniBand/remote direct 
memory access (RDMA) was originally developed for 
high-speed network interconnect for high-performance 
computing (HPC) to connect computers [2]. Since 
most RDMA network interface cards (NICs) have an 
RDMA hardware accelerator to offload packet pro-
cessing functionality into them, they can save CPU 
cycles for networking and achieve both low-latency 
and high-performance networking [3]. RDMA over 
Converged Ethernet version 2 (RoCEv2) is currently 
available in the Ethernet to achieve RDMA [2].

Regular Articles

Long-distance RDMA-acceleration 
Frameworks
Hitoshi Masutani, Junki Ichikawa, Kiwami Inoue, 
Tomoya Hibi, Kazuaki Obana, Takeshi Kugimoto, 
Tsuyoshi Ogura, Koki Yube, Hirokazu Takahashi,  
and Koichi Takasugi
Abstract

Most datacenter networks have adopted remote direct memory access (RDMA) as the basis of the 
transport network to their infrastructure because modern RDMA network interface cards can provide 
high-performance and energy-efficient capabilities to transfer data. Standard RDMA has been developed 
for short-distance transmission such as internal datacenters for achieving high-performance computing. 
We are currently developing the Innovative Optical and Wireless Network All-Photonics Network 
(IOWN APN) to achieve flexible, long-distance and low-latency optical-based networking for new-
generation use cases such as a cyber-physical system. By taking advantage of high-performance and 
low-latency data transfer in RDMA over long-distance communication such as inter-datacenter networks 
based on the APN, application-level networking should be accelerated over the IOWN APN. We propose 
two long-distance RDMA-acceleration frameworks. We first present the RDMA over Open APN 
framework to increase throughput of RDMA beyond 100 km by using the appropriate queue-pair 
configuration. This is easy to use without additional components. We then present the RDMA wide area 
network (WAN) accelerator to build a new long-distance RDMA-transmission framework without 
resource limitation of SmartNIC in the RDMA over Open APN framework. We also evaluate the 
performance improvement of the RDMA WAN accelerator compared with standard RDMA. For 
example, for data transfer of 512-byte messages, the RDMA WAN accelerator has about 35 times 
performance improvement compared with standard RDMA.

Keywords: IOWN, RDMA, RoCEv2



Regular Articles

76NTT Technical Review Vol. 22 No. 3 Mar. 2024

Today’s datacenter accommodates compute- and 
data-intensive workloads such as artificial intelli-
gence (AI) inferences. However, there is limitation of 
space to deploy commercial off-the-shelf servers in 
one datacenter. To run many compute- and data-
intensive workloads, multiple heterogeneous com-
puting resources deployed in geographically different 
datacenters are necessary. Therefore, high-perfor-
mance and low-latency data transmission for data-
center interconnect (DCI) is inevitable. We are cur-
rently developing the Innovative Optical and Wire-
less Network All-Photonics Network (IOWN APN) 
[4] to achieve layer-1 transmission based on optical 
fiber for high-bandwidth and ultra-low latency. In 
addition to this infrastructure, we are aware of the 
necessity for network acceleration in terms of appli-
cation. Though RDMA is one candidate for this, it 
can suffer from performance degradation caused by 
long fat-pipe networks. A reliable connection (RC) 
transport mode in RDMA is the most common trans-
mission mechanism. However, it contains an 
acknowledgement (ACK) scheme without data loss. 
With long-distance communication such as DCI, the 
ACK scheme degrades performance.

This article proposes two RDMA-acceleration 
frameworks for long-distance transmission. We first 
present the RDMA over Open APN framework to 
increase throughput of RDMA beyond 100 km by 
using the appropriate DCI queue-pair (QP) configu-
ration. This is easy to use without any additional 
components. We suggested this framework to the 
IOWN Global Forum [5, 6]. We then present the 
RDMA wide area network (WAN) accelerator to 
build a new long-distance RDMA transmission 
framework without resource limitation of SmartNIC 
in the RDMA over Open APN framework. We also 
evaluate the performance improvement of the RDMA 
WAN accelerator by comparing it to standard RDMA. 
For data transfer of 512-byte messages, the RDMA 
WAN accelerator has about 35 times performance 
improvement compared with standard RDMA.

2.   RDMA

RDMA is a network-communication feature that 
allows direct memory access (DMA) to a remote 
server. RoCEv2 provides RDMA-capable networks 
on the Ethernet infrastructure. For low-latency and 
high-performance data transmission, the RoCEv2 
function is usually offloaded into a SmartNIC, which 
has several acceleration hardware components for 
primitive processing such as RoCEv2 protocol pro-

cessing and cryptographic processing.

2.1   RDMA transports and verbs
When an RDMA local host (Local) communicates 

with an RDMA remote host (Remote), there are three 
transport modes including RC, unreliable connection 
(UC), and unreliable datagram (UD). Since RDMA 
was originally developed for HPC and storage accel-
eration, which require reliability, RC is a common 
transport mode. Almost all vendors implement RC in 
SmartNICs as a default transport mode. In RC, QP is 
an essential component to establish a connection 
between Local and Remote and consists of send 
queue (SQ) and receive queue (RQ), each of which is 
a simple first-in-first-out queue. Since this QP is one 
way, bi-directional communication requires at least 
two QPs. Each SQ or RQ can accommodate as many 
requests as an application can post into a SmartNIC 
at once, which means sending memory data to 
Remote or receive memory data from Remote. Such 
requests are called work requests (WRs) and man-
aged in each queue as a work queue element (WQE). 
If an application posts one request as a WR into the 
SQ, the WQE matching the WR is processed in the 
SmartNIC to retrieve memory data from dynamic 
random access memory on Local over the Peripheral 
Component Interconnect (PCI) Express bus and build 
one or more RoCEv2 packets by adding an RoCEv2 
header to the memory data. After Remote receives the 
RoCEv2 packet, the memory data conveyed in it are 
transferred via the PCI Express bus to the memory 
area in Remote.

When Remote has successfully received the packet, 
an ACK message is sent to Local. After receiving the 
ACK message, Local releases the WQE to make 
room for the next WR. This is a basic operation in RC 
and illustrated in Fig. 1.

2.2    Performance degradation in long-distance 
communication

When a long-distance network, such as DCI, is 
from several dozens to hundreds of kilometers, com-
munication latency in an optical network reaches a 
few milliseconds, as shown in Table 1. As the time 
taken for the ACK message to arrive at Local is much 
longer than the time taken for an application to post a 
WR into a SmartNIC, the total available queue depth 
(QD) is easily exhausted. Therefore, WR posting is 
stalled, and the overall performance of RDMA in RC 
may degrade. This is well-known in TCP as long fat-
pipe networks [7]. In TCP/IP communication, there 
have been many proposals to address this issue 
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[7–11]. We evaluated this impact of RDMA as a base-
line performance in our experimental system in 
which the maximum line speed is 100 Gbit/s, as 
shown in Fig. 2. Figure 3 shows our evaluation 
results. In this evaluation, we ran the widely used 
benchmark tool perftest [12] to conduct basic 
throughput tests. For 10-km communication, network 
throughput dropped to 25.0 Gbit/s, and the through-
put decreased to 3.0 Gbit/s at 100 km. We also 
observed performance degradation to 0.3 Gbit/s for 
1000-km communication.

3.   Related work

The performance issue inherent in RDMA is close 
to that of TCP. In long fat-pipe networks of TCP, the 
network throughput depends on network latency 
because a TCP client cannot send the next packet to a 
TCP server until the TCP client finishes receiving the 
ACK message. There are many types of algorithms to 
address this issue. In the loss-based algorithm, the 
amount of lost packets can start adjusting the conges-
tion window (cwnd) to reduce network congestion 
and improve network throughput [8–11]. In the 
delay-based algorithm, round trip time (RTT) in a 
TCP connection is used to change the cwnd on the 
TCP client side to prevent network congestion. When 

RTT is small, the cwnd increases. However, the cwnd 
decreases when RTT becomes larger.

Another approach to accelerate a TCP network is to 
put additional accelerators on both sides between the 
TCP client and server. This is generally called TCP 
WAN acceleration. In fact, the accelerator near the 
TCP server monitors the status of a TCP connection, 
then the other accelerator on the TCP client produces 
a pseudo-ACK message to immediately release the 
TCP client waiting for the original ACK message.

4.   RDMA over Open APN framework

4.1   Design
In the previous section, we described that adjusting 

the TCP cwnd is a key factor of network performance 
for sending packets continuously at once. In RDMA, 
the amount of QD is related to the TCP cwnd. The QD 
is configurable in certain SmartNICs such as NVIDIA 
ConnectX series. To send packets without stalling 
packet processing, we suggest the following formula 
for QD configuration.

QD = 
RTT * Line Speed
Total Frame Size

Our experimental assumption is that the communi-
cation distance is from 10 to 1000 km, i.e., the RTT is 

Fig. 1.   The basic operation flow in RC of RDMA.
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Table 1.   Network latency configuration for network emulation.

Communication 
distance One-way latency Bi-directional latency

(RTT)

10 km 50 µs 100 µs

100 km 500 µs 1 ms

1000 km 5 ms 10 ms
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from 100 μs to 10 ms. The line speed of the network 
is 100 Gbit/s. For 100 km, an ideal QD is about 2991 
when the total frame size is 4178. However, since 
memory resources on a SmartNIC are limited, it is 
assumed that there should be an upper bound in the 
amount of configurable QD.

4.2   Performance evaluation
With our QD’s formula, we measure the network 

throughput of RC in RDMA with 100-Gbit/s line 
speed. Our experimental system in Fig. 2 has two 
types of NICs. One is ConnextX-5 VPI and the other 
is ConnectX-6 DX. In this measurement, we used 
ConnectX-6 NIC. The QD of ConnectX-6 DX was 
set to 16,384 and the Tx depth of perftest “ib_write_
bw” was configured as 2048. The network emulator 
between Local and Remote adds 500 μs latency one 
way to each RoCEv2 packet. Figure 4 shows the 

performance improvement in WRITE operation 
mode. With this QD configuration, the overall perfor-
mance of RDMA for long-distance communication 
can be increased more than with standard RDMA. 
However, this framework requires a large amount of 
memory resources on the SmartNIC; thus, other met-
rics, except network bandwidth, may deteriorate.

5.   RDMA WAN accelerator

5.1   Design
The RDMA over Open APN framework performs 

better than standard RDMA because it can consume 
many memory resources on SmartNICs. In addition, 
a large QD might cause long queuing latency or 
unstable behavior of network processing. Therefore, 
another approach is needed such as accelerating the 
network performance of RDMA for long-distance 
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Fig. 2.   The experimental setup for evaluating RDMA throughput.
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Fig. 3.   Impact of RDMA throughput based on communication distance.
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communication to quickly return an ACK message to 
reduce its waiting time. Thus, we also developed an 
RDMA WAN accelerator that creates pseudo-ACK 
messages. Our RDMA WAN accelerator transpar-
ently works and monitors RDMA messages, which 
are exchanged between Local and Remote, to pro-
duce pseudo-ACK messages.

5.2   RDMA pseudo-ACK
To emulate the original ACK message, three 

parameters have to be accurately reproduced, i.e., 
packet sequence number (PSN), destination QP num-
ber (dstQPN), and message sequence number (MSN). 
As PSN is embedded in each RDMA message, our 
RDMA WAN accelerator can trace it with RoCEv2 
packets. Since dstQPN and MSN are not incorporated 
in an RDMA message, they need to be obtained from 
the QP configuration in both Local and Remote. 
Therefore, to acquire dstQPN and MSN, our RDMA 

WAN accelerator traces and estimates them by  
analyzing the setup messages of RDMA CM (com-
munication management) before RDMA message 
transmission.

5.3   Performance evaluation
We evaluated the performance of the WRITE 

operation in RC of RDMA using our RDMA WAN 
accelerator. Our experimental system is the same as 
that used to evaluate the RDMA over Open APN 
framework but without NVIDIA ConnectX5-VPI 
NIC and RDMA WAN accelerator, as shown in Fig. 5. 
Our RDMA WAN accelerator is a software instance 
and implemented using Data Plane Development Kit 
(DPDK) 20.11.1 [13]. Figure 6 shows our measure-
ment results. Compared with the RDMA over Open 
APN framework, the RDMA WAN accelerator starts 
to improve network throughput for smaller message 
sizes, i.e., 256 bytes, and in almost all message sizes 

Fig. 4.   RDMA throughput comparison between standard RDMA and the RDMA over APN framework.
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Fig. 5.   The experimental setup for evaluating throughput of RDMA WAN accelerator.
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except 8192 bytes, the RDMA WAN accelerator per-
formed better. In this measurement, as the QD con-
figuration is the default setting with the RDMA WAN 
accelerator, we expect more stable behavior of 
RDMA and other network processing than with the 
RDMA over Open APN framework.

6.   Conclusion

We proposed two long-distance RDMA-accelera-
tion frameworks, i.e., RDMA over Open APN and 
RDMA WAN accelerator. For more network through-
put, the RDMA WAN accelerator is more applicable 
than the RDMA over Open APN framework. How-
ever, the RDMA over Open APN is easy to use 
because no additional components are required. With 
these RDMA-acceleration frameworks, we can 
achieve high-performance data transfer over long-
distance networks.
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